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Automatic Classification of Neuromuscular Diseases With Random Forest
(Rf) Algorithm

Erdem TUNCER

Introduction

Neuromuscular diseases; It is a disease that affects the peripheral nervous system, is acquired
or develops genetically, and is characterized by muscle wasting or weakness later on.
Electromyography (EMG), one of the most important tools for the correct diagnosis of
neuromuscular diseases, is used. (Bekiroglu & et al. 2016). Separation of EMG signs and
classification of similarly shaped ones by grouping provide valuable information in terms of
neuromuscular pathology evaluation. Neuromuscular disorder is a general term that refers to
diseases that affect any part of the nerve or muscle. Myopathy and neuropathy are two important
types of neuromuscular diseases. The symptoms of these two diseases can be very similar to each
other. In the complaint of not being able to move the muscles, this movement disorder in
neuropathy is caused by the nerves going to the muscle, while in myopathy, movement disorder
occurs due to a problem in the muscle. The purpose of electromyography in the diagnosis of these
diseases is to support the clinical diagnosis. EMG signals, which have a complex structure, do not
contain easily understandable information. Therefore, these signs need to be classified by computer
(Lee & et al. 2021, Kucuk & et al. 2019).

In this study, a classification structure consisting of five processing steps was arranged for
the diagnosis of neuropathy and myopathy, which are the most common types of neuromuscular
diseases. EMG signals were preprocessed, windowed, feature extraction and classification stages
before being classified. 80% of the EMG signals analyzed in 0,2 second windows were used for
training and the rest for testing. Afterwards, 10 features were calculated and the feature vector was
obtained. Finally, the data were classified with the Random Forest (RF) algorithm. With the
proposed features and classification algorithm, a success rate of 96,6% was achieved in the
classification of normal, myopathy and neuropathy EMG data.

Materials and Method

The open access PhysioNet EMG dataset was used in this study. Data were collected with
the Medelec Synergy N2 EMG Monitoring System (Oxford Instruments Medical) by placing a 25
mm. concentric needle electrode on the tibialis anterior muscle of all subjects. Two analog filters,
20 Hz. high-pass and 5 KHz. low-pass filters, were used during the recording process. Figure 1
shows three 0,2 second samples of EMG data. Figure 1(a) a 44 year old man with no history of
neuromuscular disease; Figure 1(b) 57 year old man with myopathy due to a long-standing history
of polymyositis; male subject EMG. Data were recorded at 50 KHz. and then downsampled to 4
KHz. (Goldberger & et al. 2000).
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Fig 1. Typical EMG patterns of Normal (a), Myopathic (b) and Neuropathy (c) with 800 samples.

The data are split in 0,2 second windows with no overlap. The number of windows and data
set information obtained from the data are given in Table 1.

Table 1. Information about the EMG dataset

Data type Number of Total time

epochs (Second)
Normal 63 12,6
Myopathy 137 274
Neuropaty 184 36,8
Total 384 384

Various features are extracted for each window using the discrete wavelet method. 7-level
wavelet transform is used to separate the EMG signal into lower frequency bands. The wavelet
transform structure using the Symlets (Sym) 2 wavelet is shown in Figure 2.

D2 D D@D Eb (b
b
T W W YT e Yo X DR

Fig. 2. Wavelet decomposition tree
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Detail (D) and Approximation (A) coefficients were obtained from the EMG signal using
the discrete wavelet transform. The approximation coefficients are obtained by calculating the low
frequency components, and the detail coefficients are obtained by calculating the other frequency
components (Tuncer E. 2022). 10 different features of these wavelet coefficients are extracted. In
Figure 2, the wavelet coefficients from which the features are extracted are shown in bold. The list
of obtained features is given in Table 2. With 2 features obtained from 5 different wavelet
coefficients, a feature matrix was created for each window data.

Table 2. Feature list obtained from each window

No. Feature Name The wavelet No. Feature Name The wavelet
coefficient from coefficient from
which the feature is which the feature
obtained is obtained

1 Shanon Entropy A7 6 Standard deviation D4

2 Shanon Entropy D7 7 Standard deviation D5

3 Shanon Entropy Do 8 Standard deviation Do

4 Shanon Entropy D5 9 Standard deviation D7

5 Shanon Entropy D4 10 Standard deviation A7

The created feature matrix is given as input to the classifier algorithm. 80% of the data was
used as training and the rest as testing. RF algorithm was used as the classifier algorithm. The RF
algorithm is an improved version of the bagging method. Instead of branching out each node using
the best branch among all the variables, it branches each node using the best among the randomly
selected variables at each node. Each dataset is generated by displacement from the original dataset.
Trees are then developed using random feature selection. Developed trees are not pruned (Archer
& et al. 2008, Breiman & et al. 2001). With this strategy, the RF algorithm achieves successful
results. RF is also very fast, resistant to overfitting and can work with as many trees as desired. Two
parameters are defined by the user to start the RF algorithm. These parameters are the number of
variables used at each node and the number of trees to be developed to determine the best split
(Breiman & et al., Edla &et al. 2018).

Results and Discussion

In this study, a machine learning technique has been proposed to help the correct diagnosis
of neuromuscular diseases from EMG data. In this study using the PhysioNet data set, normal-
myopathy-neuropty data were classified.

EMG data are divided into windows and classified by calculating 2 features from 5 different
wavelet coefficients. Data are classified with the RF algorithm. From the RF algorithm parameters;
Batch size 40, max. depth 10 and number of trees 50. As a result of the study, 96,10% success was
achieved with the RF algorithm in the correct classification of neuromuscular diseases. In terms of
misdiagnosis rate, the error rate was again determined as 3,90%. The comparison of this study and
the studies in the literature is given in Table 3.

Kucuk H. et al. focused on 2-class study rather than 3-class study. According to the results
of binary classification using 25 features, they achieved an average success rate of 92,9%. Belkhou
A. et al. similarly made a 2-class classification in their study. As a result of classification, they
achieved a high success rate by using 55 features. However, the proposed model was used only to
differentiate normal-disease data. Istenic R. et al. achieved a success rate of 70,4% with 40 features
using SVM. Subasi A. et al. achieved a success rate of 99% using 47 features in their study. In this
study, 10 features were used. Compared to the studies in the literature, the number of features used
is quite low. This provides advantages with faster classification performance and less processing
overhead. The success rate obtained was close to or higher than the success rates in the literature.

10



Tuncer, Erdem; Automatic Classification of Neuromuscular Diseases With Random Forest (Rf) Algorithm

Considering the number of features used with success rates, it is understood that the model can be
classified with few features and high accuracy.

Table 3. Accuracy comparison

Author Dataset  Class types Classifier Number of Acc.
Features

Kucuk H. EMGLAB  Neuropathic -Normal SVM 25 97,39%
etal. Neuropathic -Myopathic 94,57%

Myopathic - Normal 86,74%

Avg. 92,9%
Subasi A. EMGLAB  Myopathic-Neuropathic-Normal Bagging 47 99%
et al. Ensemble
with SVM

Istenic R. - Myopathic-Neuropathic-Normal SVM 40 70,4%
et al.
Belkhou A.  EMGLAB  Normal- Neuropathic SVM 55 99.34%
et al. Normal-Miyopati KNN 99.07%
This work  PhysioNet Myopathic-Neuropathic-Normal RF 10 96,10%

Although artificial intelligence is used in many sectors, its use in the health sector is increasing
day by day. Expanding the use of machine learning algorithms, especially in the early diagnosis of
high-cost chronic diseases, will positively affect the quality and cost of the delivery of health
services. By using the created model on different data sets and increasing the data volume and size,
it can give priority to the diagnosis and treatment process studies of diseases.
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Performing Heart Rhythm With Iot Using Ecg Sensor

Cagatay ERSIN
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Introduction

Today, cardiovascular diseases have become widespread due to unhealthy diets and sedentary
lifestyles. Detection of cardiovascular diseases can be done with EKG devices in health institutions.
In this study, a device that can measure and remotely monitor heart rhythm was designed and
realized for individuals with cardiovascular disease. In the study, the ESP8266 wifi module was
used for remote monitoring of the ECG heart sensor, microcontroller development board, and
IoT (Internet of Things) channels over the internet. When the individual with heart disease or heart
rhythm disorder places the probes of the ECG sensors in the heart region, instant measurements
are made with the controller and sent to the previously opened channels on the thingspeak internet
address, which is an IoT interface. Thanks to this study, the healthcare team will be able to follow
the heart rhythm even when the patient is away. Cardiovascular diseases commonly cause death
wotldwide [1,3,4 | Deaths due to heart diseases in Turkey constitute 45% of total deaths. Time is
of the essence in any disease that occurs in the cardiovascular system. Anomalies occurring in the
patient should be identified quickly and communicated to healthcare professionals. For this reason,
continuous timed ECG recordings are of vital importance in patients with heart disease who have
problems in the cardiovascular system [1].

Early diagnosis or preliminary inference is very important in the health sector. While this is
important for the quality and effectiveness of the treatment, it also means vital interventions for
critical diseases. The most important step necessary for the realization of preliminary inference and
early diagnosis is the continuous monitoring of the data. Continuous monitoring and analysis of
people's data can enable immediate detection of abnormal situations [2].

cardiovascular diseases occur due to dangerous factors such as smoking, hypertension, blood
lipids, hereditary heart disease from the family, obesity and diabetes. To reduce the mortality rates
brought about by these disorders, an Electro Cardiograph device was made. With this device,
electrical activities occurring in the heart are observed, and with the data received, diseases in the
heart can be detected beforehand and necessary precautions can be taken. With the EKG device,
the flow rate and pulse of the heart can be easily measured [4]. The ECG is one of the most widely
available and routinely performed diagnostic tools in modern medicine for non-invasive
cardiovascular diseases [5]. Instant display of ECG data is of great importance for patients with
heart disease [1]. In this study, a system that can send instant data to the thingspeak IoT interface
with an ECG sensor has been designed. The heart rate graphs of the sick individual were monitored
remotely with this system.
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Material and Method

Heart signals are an important and effective biological signal used in the diagnosis of
cardiovascular diseases [0]. The EKG, which is used for the diagnosis of cardiovascular diseases,
is a device that provides a graphical recording of the electrical activity that occurs during the
contraction of the heart. A weak electrical activity occurs during the contraction and relaxation of
the atria and ventricles, also known as the heartbeat. This activity contains a lot of data on heart
rhythm, frequency and spread. Electrocardiography, or in other words, an EKG device, is used to
measure electrical activity. Electrodes attached to the skin on the chest, arms and legs allow the
electrical activity of the heart to be measured [7]. In this study, the heart rhythm data from the
ECG sensor were instantly measured and sent to the Thingspeak IoT interface via the ESP82266
wifi module. Arduino Uno microcontroller development board was used in the study and the ECG
sensor was connected to the microcontroller development board. The power of the study was
provided by a lithium-polymer battery with a voltage of 7.4 volts. The ESP8266 wifi module is
connected to Arduino's microcontroller development board to send instantaneous data measured
from the ECG sensor to the Thingspeak IoT interface. The block diagram of the study is shown
in figure 1.
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Arduino Uno Microcontroller
Development Board

T ]
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e ——— | 2l

| smaRy CONNECTED DEVICES

ALGORS DEVELOPMEN
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Figure 1. Block diagram of the system
2.1. Internet of Things
The detection provided by Wireless Sensor Network (WSN) technologies, which is the main

area of use of IoT (Internet of Things), is encountered in many areas of today's life. This offers the
ability to measure, infer and understand environmental indicators from sensitive natural resources
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to urban environments. The proliferation of these devices in a communicative network creates the
Internet of Things (IoT). Here, sensors and actuators seamlessly interact with the environment and
enable information to be shared across platforms to develop a common language of
communication. Fueled by the adoption of various wireless technologies such as RFID tags and
embedded sensor and actuator nodes, IoT has evolved day by day from the beginning [8] The
Internet of Things (IoT) allows physical objects to see, hear, and think, It allows coming together
and "talk". IoT is the transformation of basic technologies such as embedded devices,
communication protocols, sensor networks, internet protocols and applications from traditional to
smart ones [9,10]. The concept of the Internet of Things was first used by Kevin Ashton in 1999
in a presentation on the benefits of Radio Frequency Identification (RFID) technology for P&G
[11]. Internet of Things; It is used in applications such as e-health, home automation, smart
environment, smart water, smart agriculture, smart livestock, smart energy, smart cities, smart
measurement, industrial control, security and emergencies, shopping, and logistics. Relevant data
are collected from sensors to provide better quality service in these areas and to increase efficiency
and productivity. These data are stored in Cloud Computing systems, creating "Big Data". They
are analyzed by machine learning methods and contribute to making related improvements. The
most prominent application areas include the smart industry, where the development of smart
manufacturing systems and connected manufacturing spaces is often discussed under the heading
Industry 4.0. While smart energy applications focus on smart electricity, gas and water meters; In
the smart home or building field, smart thermostats and security systems are attracting a lot of
attention in the context of the Internet of Things applications [12]. In the study, the heart rate data
was sent to the thingspeak internet of things interface by using the internet of things technology.
Thanks to the study, the heart rate data of the patient, whose ECG sensor is attached to his body,
will be able to be monitored remotely.

2.2. Thingspeak IoT Interface

Thingspeak is a free data platform for the Internet of Things (IoT) that remains popular
today. Thingspeak is also a web-based open API IoT-based information platform that converts
external components used for IoT into their data and is used to store sensor data. Thingspeak
communicates between the internet connection and the cloud as a 'data packet' carrier and takes
the detected graphic from the connected sensor to the main microcontroller, records, analyzes,
observes and works. Thingspeak Arduino, TT CC3200 module, Raspberry-pi etc. It helps build the
social network of development photos, sensor-based daily apps, location/location tracking apps,
and updated objects. The main feature of the Thingspeak function is the Data field, location field,
and Channel field, which is the status field. Thingspeak, mechanical mechanisms can be created,
and the information you choose and information can be processed and visualized alternately and
matched with MATLAB's use of tweets and other warning forms. It also offers the ability to create
a general channel for general analysis and forecasting. It takes advantage of graphic visualization
operations for sensors/actuators and can be used for objects. IoT helps bring everything together
and allows us to communicate with our things, and more interestingly, allows objects to interact
with other objects. This is the platform. Thingspeak offers the use of real data, graphic
visualization, as well as plug-ins used to collaborate with web services, social networks or API. The
main feature of Thingspeak is the Thingspeak Channel. On a page that will send the channel to
Thingspeak for channelling. Programs loaded on the microcontroller transmit to the thingspeak
channel within a certain period on the sensor screen. Programs uploaded to the microcontroller
have a 15-second period to transmit the latest sensor values to the Thingspeak Channel. As the
internet of things progressed, the wireless sensor network became more and more acceptable. As
the Internet of Things progresses, the wireless sensor network is used. [13].
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In this study, heart rate data is taken with a microcontroller development board and sent to
the thinkspeak channel with ESP8266. By opening an account in the Thingspeak IoT interface, a
channel was created and heart rate data was sent to this channel. In addition, the position of the
patient with an ECG sensor is entered in thingspeak, the channel is opened and the position
information is shown in this channel.

2.3 Design of the System

In this study, a biomedical device was designed using a microcontroller development board.
With this designed device, heart data can be obtained and monitored while the person with heart
disease is away. ECG sensor pads (green, red, yellow) are placed on the person's body. The yellow
electrode was placed on the heart of the patient, the red electrode was placed on the right side in
line with the heart, and the green electrode was placed on the abdomen. The regions where the
electrodes are placed are shown in figure 2.

M

Figure 2. Areas where ECG electrodes are placed

The system is connected electronically and instant data is taken with the electrodes. The

Figure 3. The electronic circuit of the system

16



Ersin, Cagatay & Karayel, Mehmet; Performing Heart Rhythm With Iot Using Ecg Sensor

Data from the system was received with the code written to the Arduino ide software. The
data obtained with the electrodes attached to the person were instantly monitored on the serial
monitor. The graphical representation of the data on the serial plotter is given in figure 4.

480.0

420.0

3E0.0

300.0

Z40.0 T T T T

Figure 4. ECG graph

In the study, this instantaneous data was sent to the Thingspeak IoT channel using the
ESP8266 wifi module. The device is connected to the internet with the wifi name and password
and the data is sent to the thingspeak IoT interface IP address. The image of the sent data is shown
in figure 5.

Data Send.

112.33

128.67

GET https://api.thingspeak.com/update?api key=1FNPNELLDGNUKX5B&fieldl=128.67

Data Send.

98.67

95.67

GET https://api.thingspeak.com/update?api key=1FNPNELLDGNUKX5B&fieldl=95.67

Figure 5. Data sent to Thingspeak 10T interface

These sent data were transferred to the Thingspeak IoT channel, which was opened before.
It is shown graphically in the channel. In addition, the data of the person received through the
electrodes are displayed on the screen by entering the location information. The location and
graphical representation of the data sent to the Thingspeak IoT interface are shown in figure 6.
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given in figure 7.
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In the study, heart data was taken from the user and displayed as date and time on the
thingspeak channels with an IoT interface. The location where the user's data is taken is also shown
on a different screen. The display of the user's heart rate graphics and location over the channel is

Figure 6. Data and location in the Thingspeak 10T interface channel
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The healthcare team will be able to follow the patient remotely through this study. In

addition, the thingview, which is an android software, is graphically shown in the interface for the
tracking of the data sent to the Thingspeak interface with the android device. The graphical
representation of the data coming to the Thingview interface is given in figure 7. Here, it is seen
that the instantaneous heart rate is 106.33 and the maximum and minimum values are given.
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3. Results and Evaluation

In this study, a biomedical device was designed. The device received heart rate data with the
ECG sensor and sent it to Thingspeak, which is used as an IoT interface with the internet of things
technology. In the designed system, an ECG heart sensor, microcontroller development board for
data acquisition and control, and EPS8266 wifi module are used to send data to the internet. With
this study, the heart rhythm of the user can be monitored remotely with the Thingspeak internet
address or android device. The study has been tested on the user and the data has been taken. The
user's heart rate graph is shown in the system. In addition, with the location channel performed in
this study, the information from which region the uset's ECG data were obtained is also reached.

19



Ersin, Cagatay & Karayel, Mehmet; Performing Heart Rhythm With Iot Using Ecg Sensor

REFERENCES

Bilgin, SN, & Camurcu, AY (2017). Wireless ECG and Pulse Oximeter Application System
Design.

Akleylek, S., KILIC, E., Séylemez, B., Aruk, E.; & Aksac, C. (2020). A Study on Internet of
Things Based Health Monitoring Systems. Journal of Engineering Sciences and Design, 8(5), 80-
89.

[lhan, 1. (2017). Mobile device controlled EKG holter. Dicle University Engineering Faculty
Journal of Engineering, 8(1), 101-110.

Farmer, B., Zeynep, S. EN, & AKKAS, M. (2021). Internet of Things Based Wireless
Portable ECG Device. European Journal of Science and Technology, (26), 91-95.

Abdioglu, S., Acar, B., & Kavsaoglu, AR (2021). Wireless ECG Device Design and Website
Design for the Evaluation of Attributes Using Signal Processing Techniques. European Journal of
Science and Technology, (26), 144-150.

Arslan, O., & Karhan, M. (2022). Effect of Hilbert-Huang transforms on classification of
PCG signals using machine learning. Journal of King Saud University-Computer and Information
Sciences.

medicalpark.com.tr

Ersin, C., Yaz, M.,., & Karhan, M. (2019). An Example IoT Application for the Defense
Industry. Electronic Letters on Science and Engineering, 15(3), 66-73.

Aktas, F., Ceken, C., & Erdemli, YE (2016). Applications of IoT technology in the field of
biomedicine. Diizce University Journal of Science and Technology, 4(1), 37-54.

Gokrem, L., & Bozuklu, M. (2016). Internet of Things: Studies and current situation in our
country. Gaziosmanpasa Journal of Scientific Research, (13), 47-68.

Ercan, T., & Kutay, M. (2016). Internet of Things (IoT) applications in industry. Afyon
Kocatepe University Journal of Science and Engineering, 16(3), 599-607.

Altinpulluk, H. (2018). The use of internet of things technology in educational environments.
Journal of Open Education Applications and Research, 4(1), 94-111.

Ersin, C., & Ali, O. Z. (2020). IoT-based embedded system design and implementation for
occupational health and safety. European Journal of Science and Technology, (18), 494-504.

20



Celik, Enes; Improvement of Satellite Optimization Parameters with Lagrange Multipliers

Improvement of Satellite Optimization Parameters with Lagrange
Multipliers

Enes CELIK'

Introduction

With the beginning of the space age, satellites began to use in communication, earth
observation and navigation. Satellite design, analysis, optimization, production, integration and
operation have become essential areas. The problems that arise in satellite research and
development are becoming increasingly complex. Satellite system design features, satellite orbiting
and security design are still being developed today. Comprehensive design is to design and optimize
at the system level. In this process, the design plan is according to the needs. Effective payload,
reliability, launch and orbit are designed simultaneously in satellites. In addition, the effective load
is limited for reliability reasons. Thus, the satellite system consists of many subsystems and becomes
a problem involving a series of complex calculations. One of these subsystems is to optimize the
design. Our limitations here may be parameters such as budget, lifespan and weight. The research
aims to optimize the satellite performance and operation under the relevant rule constraints with
the help of optimization subsystems of the overall satellite design (Larson & Wertz, 1999). The
thrust of the satellites has increased thanks to the batteries with the latest technology (Dutta et al.,
2013). In addition, mini, micro and nano satellites have developed. Earth's outermost satellites or
satellites close to the Van Allen belt are exposed to severe radiation with long transfer times and
sunrays causing damage to satellite devices (Dutta et al., 2014). To better model the satellite system,
the transfer trajectory design should be calculated along with the station holding strategy, power,
state control, thermal control, and outer construction material (Sobieszczanski-Sobieski, 1995).
Therefore, multidisciplinary design optimization is preferred to deal with satellite system design
problems (Sobieszczanski-Sobieski & Haftka, 1997).

Related Works

Shi et al. proposed a surrogate-assisted multidisciplinary design optimization framework for
the multidisciplinary design optimization problem of electrified geostatic orbital satellites,
consisting of multidisciplinary modeling, multidisciplinary analysis, and surrogate-assisted
optimizer (Shi et al., 2017). Appel et al. were interested in the optimization problem of multi-
satellite orbit transfer. The solution was carried out using functional optimization techniques. This
algorithm is based on a combination of first-order gradient and neighbor-extremal algorithms
(Appel et al., 2014). Conway, in a study, examined numerical optimization methods in the satellite
optimal orbit problem. He proposed a solution to this optimization process with calculus of
variations, nonlinear programming, parametric optimization and evolutionary algorithms (Conway,
2010). In one of his studies, George used a genetic algorithm and simulated annealing methods
together to minimize the revisit time of constellation-shaped satellites (George, 1997). Wu et al.
used the collaborative optimization method for the optimization problem of the remote sensing
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satellite, which includes power, attitude control, thermal control and infrastructure systems (Wu et
al., 2013). Huang et al. developed the nested cooperative optimization method to solve the
optimization problem of manoeuvrable satellites (Huang et al., 2014).

Material and Methods

Lagrange multipliers are there to solve the constraints incrementally, incrementally. It is a
precise method that optimizes the objective function to meet Kuhn-Tucker conditions (Luenberger
& Ye, 1984). Since the main framework of the discrete Lagrange multipliers theory is similar to
continuous lagrange multipliers, it is preferred for satellite optimization problems with continuous
lagrange multipliers.

Continuous Lagrange Multipliers

Continuous Lagrange multipliers were initially developed to address constrained
optimization problems. This method tries to find a local minimum by transforming an equality-
constrained issue into an unconstrained problem space with the help of the Lagrangian function,
where the objective function is expressed as follows.

Minimize f(x)
hi(x)=0 i=1,.,m
x€X

L(x,2) = f(x) + ATh(x)

Then the x's are minimized to obtain an extreme point of the Lagrangian function (Avriel,
2003).

Discrete Lagrange Multipliers

Discrete Lagrange Multipliers provide a mathematical basis for handling discrete-constrained
optimization. This theory extends the concept of a straight saddle point to discrete space. It
provides the initial conditions for a saddle point to be a local minimum by defining a Lagrangian
factorization formulation. Discrete Lagrange multipliers attempt to concentrate on generic
theorems and lemmas related to discrete constrained optimization that do not answer according to
the problem structure. Here d denotes a random set of discrete values. To find discrete Lagrangian
factors, the generalized Lagrangian function defines in discrete space.

Ly(x,2) = f(x) + ATH(h(x))

H is the continuous transformation function. The lambda equality constraints and h(x)
represent the corresponding vector of Lagrangian multipliers. Unlike straight Lagrange multipliers,
it has been proven that the Discrete Lagrange Factors and the concept of the saddle point are
intertwined. Thus, the conditions for a saddle point can change to be sufficient conditions for the
local minimum solution (Wu, 1998).

Parameters of an available satellite system that need to be optimized; economy, outer shell,
pneumatics, orbit, reliability, thermal control, thrust, weight, and electromagnetism. Numerical
solutions for several representative cases are present for use in optimization processes. According
to the weight function and constraint function consisting of impulse (x), budget (y), and
electromagnetism (z) variables, what can be the x, y, and z variables to minimize the weight?
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fl,y,z)=x+y+2z
g(x,v,z) =x>+y2+2z2=3
Vf=(1,1,2)

Vg = (2x,2y,2z)

1 =2Ax
1=2\y
2=2\z

x2+y2+22=3

A cannot be zero,

X = ﬁ

-1

Y=a

;= 1

T

substituting x, y, z in the equation,

1 1 1 V2
—_ [ — = = +—=
4?\2+4?\2+?\2 3,4 -2

If } substitute in the equations, in order of x, y, z,

(xy,2) = (g,g,\/ﬁ) or (x,2) = (—ﬁ _Y2 —V2)

2 2
substituting x, y, and z in the weight function,

f(gg\/f)= x+y+2z=3V2

V2o 2
f<—7,— 7,—\/§> =x+y+2z= —3\/5
These critical points (— g, — g, -2 ) select to minimize the weight function.

According to the age function and constraint function consisting of the orbit (x) and thermal

level (y) variables, what can be the x and y variables to maximize the age?
floy) =xy

glx,y) =3x>+y?=6

Vf=x)
Vg = (6x,2y)
y = 6Ax
x = 2Ay
3x2+y%2=6
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x in the equation is substituted for x in the other equation,
y = 6A(21y) = 12A%y

x and y cannot be zero, simplifying the equation with y,
1222 =1

6 = 3x% + (6)x)?
6 = 3x% + 36A\%x?
6 = 3x% + 3(122%)x?
6 = 3x? + 3x?
x=11,y=1V3
Critical points ate (1, V3), (=1,V/3), (1, —V3), (=1, —V3). If x, y, pairs are written in place

of the age function,

f(1,—V3)=xy=—V3
F-13) =2y = 3
These critical points can select to minimize the age function.
f(1LV3) =xy =3
f(-1L-V3)=xy=+3
These critical points can select to maximize the age function. Since we aim to maximize the
age function (1, V3), (=1, —V3), these critical points are selected.

According to the cost function and constraint function consisting of pneumatic (x), outer
shell (y), and weight by mass (z) variables, What can be the x, y, and z variables to minimize the

cost?
flx,y,2z) = x* +y? + 22

gx,yz)y=x+y+z=1
h(x,y,z) =x+2y+3z=6

Vf =(2x,2y,2z)

Vg =(1,1,1)
Vh = (1,2,3)
At
T
A+ 2p
Y=
_A+3u
2=72
x+y+z=1
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x+2y+3z=6

X, V, and z are substituted in the equation,

R I T g, 30+ b =2
A+p A2 A+3p\ _
Tr2(F)+3(F) =emeu=o

u=4 from the equations. If u is substituted in the other equation,
30+ 7(4) =6, A= —23—2

If X and p are substituted in the equations,

22
_?\+u_—?+4_ 5
YTy T T T3

22
A+2p 38 1
Y= TT 2 T3

22
_A43p g tlz 7
=T T T 2 T3

.. . 517 . L )
Thus, the critical points are (— =, =, ), respectively. Substituting the x, y, and z cost function
b) p 3’3’3”° p Y g 9Ys )

517 25
__ - _) = 2 2 2:_
f( 3’3’3) Xrytrzt =

The value in the equation is the minimum point. There is no maximum point. These critical

. 517 S .
points (— 33 —) choose to minimize the cost function.
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Results

Satellite design, analysis, optimization, production, integration, and operation are critical
subjects. Satellite systems consist of many subsystems and become a problem involving a series of
complex calculations. Our primary constraints here are budget, life span, and weight parameters.
In this study, satellite design optimization parameters were optimized under minimal possibilities.
In this optimization process, the minimum and maximum points of the parameters related to
Lagrange Multipliers have been determined. Since many parameters exist in satellite systems,
successful results have been observed using Lagrange Multipliers in optimization processes. This
study applied Lagrange Multipliers to artificial world data, not real-world data. In future studies,
Lagrange Multipliers can be used in satellite optimization processes under constrained conditions.
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Potent Matrices

Hasan KELES'

Introduction

This section is about the justification of (iii), which is one of the conditions for the algebraic
structure that forms the basis of abstract algebra. The structure monoid of and how it is displayed
on the structure is investigated. The definition of the idempotent element on a monoid structure
is discussed. The algebraic structures according to the binary operation of multiplying square

matrices in matrices, (R, ) and (R, +) are known that are monoids. The real numbers R, with

the usual operations of addition and multiplication, also form a field. In order to make the study
more understandable, first the structures in R and then the structures of square matrices according
to the multiplication operation in the matrix are included. The situation of the equations that
provide idempotent element formation in these structures in their own structures was examined.

The solution of the equation X* =X in real numbers is 0 and 1. Also, the solution of the equation
x* =X in integer numbers is the number 0 and, If K eZ" is odd, the set of solution to the
equation X =X is {0,1}, if K is even, it is {—1, 0,1}.

The solution of the equation x? =1 in real numbers is X ==+1. The solution of the equation
x? =X is 0 and 1. The solutions of this equation, 0 and 1, are idempontent numbers.

x> =x=>x*—x=0

X(x-1)=0=>x=0vx=1.

Let F be a field and M (F) :{[aﬁ]n‘aﬁ eF,n eZ+}. Here M, (F) is considered as set

of square matrices. The equation AX =Bis written for A, X,B e M, (R) matrices.

If A=X =B matrix is taken in AX =B equation, X* = X equation is obtained. Necessary
conditions in the solution of this equation necessitated the following definition.

X?-X=[0]=X(X-1,)=[0]
X?-X=[0]=X=[0]vX=l,.

Also, the solutions of the equation X 2 =X are zero dividing matrices,

X(X=1,)=[0]= X =[0]v X =1,.

1 Lecturer, Karadeniz Technical University
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In this section, the forces resulting from the multiplication of matrices and hence the forces
of matrices are examined. For the special matrices existing in the literature, the conditions for being
written for some orders are given.

Let us start with the row co-divisor definition that I gave in the study in [10-11].

Let AT denote the transpose of Ae M (F) Let A and B be two regular square matrices

of order N. The determinant of the new matrix obtained by writing the i" row of the matrix A

on the j" row of the matrix B is called the co-divisor by row of the matrix A by the row on the

matrix B. Itis denoted by AB . Their number is N°. The matrix co-divisor by row is [( AB) } [9].
L y |

g ij

For the two matrices satisfying the above conditions, the matrix division is also given by

. B
é = i ( A ) | and at the same time, the solution of the equation AX =B is X =—.
B |B|L\* Vi A

The row co-divisor definition is related to the product XA, and the column co-divisor definition
is related to the AX product. The same expression is written in terms of powers when the
solutions of the expressions here are repeatedly divided into the same matrix.

Let Ae M, (R) be a regular matrix then there are at least two regular matrices A and A, which

satisfies the following equation,

A=AA [12].
Every regular matrix can be written as the product of an infinite number of regular matrices. Briefly,
for any regular matrix A

A= H A where A, A,,... are regular.
i-1

An nxn matrix A is called inuolutoy iff A>=1_, where |, is the Nxn identity matrix [16].

The broader perspectives are presented for the involutive mind by taking X* = X, the periodic
mind by taking X" = X and the the idempotent mind by taking X*=1_ in the equation

X*=X.

Any power of a matrix other than an integer of 2 is equal to the unit matrix. To generalize this
situation, the following definition is given.

Defination 1. An NxN matrix A is called K™ order involutive iff A* = I, where K>2.

1 1

Example 2. Let the matrix A:{ 1 0:| be given. The matrix A is the 6" order infolutive

matrix by

10
K==
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idempotent, if X* =1

« | involutive, if X*=X"
| nilpotent, if X* =[0]
peryodik, if X*** =X

There is sufficient information in the literature about nilpotent, periodic and involutive matrices.

Matrices Idempotent Degree k'

Definition 1. A group is a set G equipped with a binary operation -:GxG — G that associates
an element ab e G to every pair of elements 8,D€G | and having the following properties: * is
associative, has an identity element e € G, and every element in G is invertible (w.r.t. *). More

explicitly, this means that the following equations hold for all a, b,ceG:

1. a.(b.c) = (a.b) .C. (associativity);
. de==ea=a. (identty);
iii. Forevery acG, thereis some @ - € G such that a2 =a™.a=@. (inverse) [11].

Aset M together with an operation -: M xM — M and an element € satisfying only
Conditions (G1) and (G2) is called a monoid |2, 17].

An element a€G is an idempotent (element) of G if a*a=a. We note P (G) the set of

idempotents of G in [1, 2, 17]. This set is the set of 2™ order idempotent elements. Shortly,
P?(G*)={a*a=a,acG}.

If a is element P? (G,*) , then processing &, K —times is still equal to @, for a positive integer

k>3.

a*a---*a=a.
| —

k—times
The set P¥ (G,*) is the set of idempotent elements of degree k™. Likewise,

P*(G,*) ={a|a*a---*a =a,a eG}.

k—times
The set P? (R, +) of the monoid (R,+) is {0} and the set P? (R,-) of the monoid (R,-) is
{0,1}.
The set of square matrices order N"of a field F is denoted by M, (F) . The set of idempotent

elements of the monoid M, (F) is
Pk(M”(F)")Z{[a“]n‘Ak - A,A:[aij]n EMn(':)}
={[0], 1.}
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If Nn=2, this set is

P (1, (F).) = [, ]| A = A A=[a, ], eha, (F)L.

In this study, F =R is taken.

P? (M, (R),) ={[3,],| A% = A A=[a,], e 11, (R)}.

2 -8
Example 2. The matrix A=| 1 1 e P? (M2 (R), ) is the idempotent elements of degree 2"
7

. This matrix A is a second order second-degree idempotent matrix since this matrix provides
the definition of idempotent,

-8 -8

2 2
A2: l = l =A.
4 4

-1 -1

Ml DN

Lemma 3. Let Ae P?(M,(R),-). Then,

A = A, where ke Z*.

Proof. The proof of this Lemma 3 is done by induction method. The given statement is true for

k=1.
A=A
Assume that given lemma 3 is true for K—1. Then
At = A:>(Ak‘1)A= AA=A
A=A,

Lemma 4. Let Ae P? (M2 (R) , ) The elements in the positions of this matrix satisfing the

conditions (i) and (ii) given below,

: 1 1
L a1125i5\/1_4a12321:azz'an"‘azz:l‘

a,>0= >a,

.. 2
i a,z0= !

a, <0= <a,

21

00
8, =0=A= 0 ol
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Proof. If the matrix Ae P?(M,(R),-), then A>=A.

e 2l
a, a,|la, ay a, @,
&, +ay,a, —&,; =0
8,81, + 8,8, —8;, =0
a8, +8,8,, —a, =0

a222+a12321_azz =0

1 1
a, = Eiivl_ﬂfanazl =4,

1
4—>a21,a,12 >0
1-4a,a,, >20=4a,#0= %

i <ay,a,<0
4a,,

a,, :01311+a22 =1.

Lemma 5. Let Ae P® (M2 (C), ) . The elements in the positions of this matrix satisfing the

conditions (1), (ii) and (iii) given below,

. 2
L |a11|£ﬁ*\/1_a12a21’1> a,8,; -

_ a3
i a,= _ T , where a,,8,, #—28,,a,,.
818, +28,;8,

1 1
. ailz_zail'i_'z\/4_3a121_4a12a21 .

Proof. If the matrix A is the third-degree idempotent matrix, then A®= A,

As{aﬂ au}{aﬂ au}{aﬂ au}:[an au}
aZl a22 a21 a22 a21 a22 a'21 a22

C,a,=0

= ' ” O
a; _ﬁi%\/4—3a§2 —4a,a,, 8,
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3 3
- a,, —a
a; —ay, v 22 22 '2a11a21 +a,a, # 0
2a11a21 + 88z 26‘113'21 T 88z

C,a,a,=0na,=0

,a, =0n23a,a, +aya,, =0

Z,8,=0
1 1
—%ig 4—3af1—4a12a21,a12¢0/\—%i?/4—3afl—4a12a21eZ
a, = —%% 4—3af1—4a12a21,a12¢0/\—%+%«/4—3af1—4a12a21eZ/\—%—%«/4—3afl—4alza21e(C\Z
_a 1 4_38121_4a12a211312¢0,\_&_1 /4_33121_4312a21EZA_E+11[4—3a121—4a12a21e(C\Z
2 2 2 2 2 2
@,an¢O/\-%-%«/4—3afl—4a12a21eC\ZA—%+%«/4—3afl—4a12a21e(C\Z

{0,1_&121 _a222 _anazz},f5112 0
&

C,l—afl—azzz —a,,8y :O'a'lz =0

{Ov a, =01~ a121 - a222 — 8,8y # O}

Example 6. Conditions (i), (ii) and (iii) ate fulfilled for a, =1,a,, =—2 and &, =1,a,, =-2.
Indeed, the matrix Ae P? (M2 (]R) , ) ise, since

R AT Y

The matrix A is not the matrix idempotent degree 2"

I ] et v

. . .o h
But, matrix A is the matrix idempotent elements of 3" degree.

Lemma 7. Let AeP? (M2 ((C) , ) . Then,

AZA = A where KeZ".

Proof. The proof of this Lemma 7 is done by induction method. It is true for k =1.

A=A
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Assume that given Lemma 7 is true for 2k —1.
A2kfl — A:(AZkil)Az — AA2 — A
A2k+1 — A3 — A

Theorem 8. An regular matrix Ae P® (Mn (R) , ) if and only if the A matrix is involutive 2™
degree.

Proof. = If AeP®(M, (R),), then
AN=A=A=1.

«=If the A matrix is involutive 2™ degree, then,

A=l =>NA=A.

CONCLUSIONS AND DISCUSSIONS

It is obvious that the concept of "idempotent elements of degree k™" which has just been defined,
will find many application areas. The studies on the set of square regular matrices is carefully
observed whether it adds a new feature to their algebraic structures. A more general expectation is
the expansion of algebraic structures. For example, group, object, ring, etc.
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The Role Of Machine Learning Algorithms For Spam E-Mail Filtering

Bekir PARLAK!

Introduction

Programs called MAILBOX on the Massachusetts Institute of Technology (MIT) computers
dating back to 1965 are the first examples of electronic mail. A networked system was created by
ARPANET and e-mail started to be wused in 1972, Emails are defined as
“username@computername”. In a few years 75% of ARPANET traffic was sent via email. With
the invention of e-mail, the world has moved from ARPANET to the Internet. With the discovery
of the internet, e-mails have provided users with an easy way to exchange information on a global
level. The simple message transfer protocol (SMTP: Simple Mail Transfer Protocol) is the e-mail
standard that was first introduced. SMTP does not check whether the email sender is a contact.
Because of this, some problems such as forgery and fraud arose in e-mail communication. This
simplicity in the SMTP protocol is exploited by viruses, fraudsters and spammers.

The continuous increase in the number of e-commerce companies with the rise of e-
commerce has led to an increase in the number of advertising emails(Cormack, 2008). Online
shoppers receive emails from untrusted senders to hunt for their passwords or bank account
information. These randomly sent unsolicited bulk e-mails are called spam. Symantec states that
the total spam rates in 2015, 2016 and 2017 were 52.7%, 53.4% and 54.6%, respectively(Cleary et
al., 2018). Kaspersky also reported the rate of spam emails as 53.49% at the end of the third quarter
of 2018(Vergelis et al., 2019).

The ease of use of e-mails and the ability to reach thousands of people at the same time have
brought some disadvantages. One of these disadvantages is unsolicited(spam) messages(Bhowmick
and Hazarika, 2018). Thanks to its cost and speed advantage, e-mails are used for purposes such
as advertising, promotion, marketing, creating public opinion, sharing inappropriate content,
obtaining personal information by sending malicious software, and dozens of spam e-mails are sent
to e-mail boxes every day. The rate of spam e-mail is increasing day by day in the researches
conducted by most of the research companies. While this situation causes loss of time and effort
for users, it also causes unnecessary occupation of network traffic. In addition, from the point of
view of enterprises, it is seen that it causes huge financial losses. Many different methods and
techniques are used to filter spam and successful results are obtained. Despite this, they continue
to use their e-mail systems, developing new strategies and methods to overcome the filters or
techniques applied to spam users. For this reason, it is essential to carry out current studies in this
field, to develop different methods and techniques, to create different data sets and to support
analyzes.

1 Dr. Ogr. Uyesi, Amasya Universitesi
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In order to solve many problems, computers aim to provide machines with abilities such as
learning and interpretation inspired by the behavior of the human brain. Different methods and
techniques are used to reveal spam. However, such studies are usually carried out with English
datasets. Studies on Turkish datasets are not serious. The reason for this is the inadequacy of data
sets or the scarcity of researchers working in this field. There are many techniques for detecting
and removing spam. These techniques can be grouped into two groups, namely artificial
intelligence and machine learning. Machine learning techniques are examined in two groups as
supervised or unsupervised. However, it is supervised learning that is widely used. In order to
detect whether an e-mail is spam or regular e-mail, a large data set must be prepared as spam and
regular e-mail, with each document labeled according to its class.

In this study, it aims to contribute to the spam filtering studies and the literature by
determining the most successful classification algorithms and feature selection methods using a
Turkish and English datasets available in the literature. In order to classify Turkish and English e-
mails as spam or normal, firstly, a Turkish and English e-mail datasets containing text-based spam
and normal e-mail samples were used. Then, the content of each e-mail was analyzed and different
words or terms appearing in each e-mail were found. After applying some preprocessing techniques
to these words, scores were assigned with three successful feature selection methods, Gini-
Index(GI), Max-Min Ratio®MMR), and Extensive Feature Selector (EEFS). The feature vectors
obtained by these methods are classified by two successful classifiers.

E-mail System and Spam E-mail

Electronic mail (e-mail) is the name given to an electronic message, usually in the form of a
simple text, image or video, that a user sends to a computer and forwards it to another user who
can read it over a computer network(Altunyaprak, 2006). Email messages consist of a header and
a body. The title includes the sender, recipient, subject, and date. Spam are messages sent in bulk
by strangers, malware, or bot accounts. These can also be defined as messages sent to e-mail
accounts without the request of the person. Unwanted e-mails can be used for purposes such as
advertising, promotion and propaganda, as well as for purposes such as stealing personal
information and crashing companies' systems. When we look at our e-mail addresses in daily life,
we encounter dozens of advertising messages every day, and some of them come from addresses
we do not know. In addition, some spam messages may send viruses or computer-damaging links
to capture our personal information and bank account information. They can steal our information
when they copy trusted web addresses and make us trust them. Another reason why we face spam
today is the email trade. Companies that offer e-mail services usually offer it for free. However,
while providing this service, it can provide access to many data, especially an e-mail address. E-
mail addresses belonging to millions of people are marketed to different businesses and cause us
to receive unsolicited messages from companies we do not know. While companies are always
looking for ways to communicate with their customers more accessible, cheaper or faster, they
offer all three with the e-mail service available on the internet. In this case, the marketing of email
addresses is one of the reasons for the increase in spam. Today, many different methods are used
and new techniques are being developed to filter unsolicited (spam) e-mails. Some of these methods
are Word Filtering, Rule-Based Filtering, Blacklists and Antivirus Scanning.

There are some common features when examining spam. These are;
* The contents are up to date.

* They can talk about human feelings and ask for the e-mail to be forwarded to many people.
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* Often their content is misleading.

* [t is sent for promotional purposes.

Related Works

Although there are many studies to filter spam written in English(Ahmed, 2020; Sharma and
Kaur, 2016; Venkatraman et al., 2019), such studies are relatively few with Turkish(Dedeturk and
Akay, 2020; Ergin et al., 2012; Ozgur et al., 2004), an agglutinative language with a much more
complex morphological structure than English. For the Turkish language, Ozgiir et al.(Ozgur et
al., 2004) used a rooting operator to classify Turkish emails and applied two different classifiers,
with a success rate of approximately 90%. Tunga and Kitik(Giling6r and Ciltik, 2007) proposed
methods based on the n-gram method and the first n-word heuristic. The best success rates with
their approach were about 97% for a Turkish dataset. In the study of Ates(Ates, 2014), two
different content-based filtering methods were carried out using the supervised learning algorithm
Support Vector Machines and the unsupervised learning algorithm Gaussian Mixture Models, using
both Turkish and English datasets. Deniz et al.(Deniz et al.,, 2019) Attribute extraction was
performed using the TurkishEmail e-mail dataset and algorithms belonging to the Doc2Vec library
were used. Doc2Vec includes two different algorithms called Distributed Bag of Word (DBoW)
and Distributed Memory (DM). Classification was made with six different pattern classifiers. The
highest performance DBoW+DM feature selection and support vector machine machine learning
resulted in a score of 78.75%. Karamollaoglu et al.(Karamollaoglu et al., 2018) aimed to analyze
the content information of e-mails written in Turkish, to determine whether these e-mails are spam
e-mails and to classify them with the help of Naive Bayes Classifier and Vector Space Model, one
of the machine learning methods. Both methods were subjected to different evaluation criteria and
their performances were compared. Experimental results showed higher performance of Naive
Bayes Classifier method compared to Vector Space Model. Unlike other studies, Kaynar et
al.(Kaynar et al., 2016) proposed an automatic encoder-based deep learning machine, which is one
of the modern machine learning approaches for the classification of spam. Autoencoders are
actually multilayer sensors where the inputs and outputs have the same dataset. The classifier using
the automatic encoder deep learning machine has been shown to have an extremely high success
rate of 98% accurate classification. Ergin et al.(Ergin et al., 2012) applied a Turkish anti-spam filter
to identify text-based Turkish spam emails (junk or bulk email). In the study, a database containing
spam and normal e-mail samples in Turkish was created. The content of each e-mail was analyzed
and different words from all e-mails were identified. The content of each e-mail was analyzed and
different words from all e-mails were identified. Then, a Turkish root extraction function was used
to obtain the root forms of different words. Mutual Information (MI= Mutual Information) scores
of different words were calculated, so that two types of feature vectors were created according to
the MI scores. After this process, binary and probability based models of Bayesian classifier were
tested and success rates of binary and probability based models were compared.

In addition to the Turkish spam filtering studies, there are also English e-mail filtering studies
in the literature. In one study(Renuka et al., 2015), spam classification in the proposed system was
carried out using the Naive Bayes classifier, which is a conditional probability-based probabilistic
classifier applicable to more complex classification problems. The application of feature selection
using Hybrid Ant Colony Optimization also serves to be efficient and yielding good results for the
system proposed in this study. Venkatraman et al.(Venkatraman et al., 2020) proposed the
integration of the Naive Bayes classification with the conceptual and semantic similarity technique
to combat the uncertainty posed by polysemy in spam detection. To analyze the effectiveness of
the approach, experiments were performed on comparative datasets such as Spambase, PU1,
Enronl and Lingspam. It is clear from the experimental results that the proposed system achieves
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a higher accuracy of 98.89% than existing approaches. In another study(Bhuiyan et al., 2018),
related to Machine Learning Techniques (MLT=Machine Learning Techiques) such as Naive
Bayes, SVM, K-Nearest Neighborhood, Bayesian Additive Regression, KINN Tree and rules shows
a survey of the different email spam filtering system available. However, this study presents the
classification, evaluation and comparison of different spam filtering systems and summarizes the
general scenario regarding the accuracy of the different approaches available. Bhowmick et
al.(Bhowmick and Hazarika, 2018), presented a comprehensive review of the latest and successful
content-based spam filtering techniques. Their focus is mainly on machine learning-based spam
filters and their inspired derivatives. They came to the conclusion by examining techniques,
evaluation criteria and exploring promising branches of the latest developments and making
recommendations for future research. Subasi et al.(Subasi et al., 2018) proposed an approach for
spam filtering based on simple and better accuracy decision tree algorithms. From the experimental
results, the proposed random forest classifier outperformed other decision tree methods for public
datasets.

Feature Extraction

The word bag-of-words (BoW) approach(Li et al., 2020) is one of the methods used for
feature extraction in text classification studies. In this approach, the order of the terms in the
documents is ignored, while the frequency of their occurrence is used. Therefore, each unique word
in a text collection is considered a different attribute. As a result, a document is represented by a
multidimensional feature vector(Parlak and Uysal, 2021). In a feature vector, each dimension
corresponds to a value weighted by term frequency (TT) or term frequency-inverse document

frequency (TF-IDF)(Parlak and Uysal, 2018).

In addition, it should not be forgotten that some pre-processing steps(Uysal and Gunal,
2014) are necessary for performance during feature extraction from text documents. Commonly
used preprocessing steps are the "removal of stop-words" and the "stemming" algorithm. In this
study, both pre-processing steps were applied. For stemming, Zemberek(Akin and Akin, 2007) and
Porter stemmer(Porter, 1980) algorithm and term frequency-inverse document frequency (TF-
IDF) were used as weighting approach.

Feature Selection

In addition, it should not be forgotten that some pre-processing steps(Uysal and Gunal,
2014) are necessary for performance during feature extraction from text documents. Commonly
used preprocessing steps are the "removal of stop-words" and the "stemming" algorithm. In this
study, both pre-processing steps were applied. For stemming, Zemberek(Akin and Akin, 2007) and
Porter stemmer(Porter, 1980) algorithm and term frequency-inverse document frequency (TF-
IDF) were used as weighting approach.

Feature selection techniques generally fall into three categories: filters, wrappers, and
embedded methods. Filter techniques are computationally fast; however, they usually ignore
attribute dependencies. Filter-based techniques are widely preferred especially for text classification
field. There are many filter-based techniques for the selection of distinctive features in text
classification. In this study, three different feature selection techniques, namely Gini Index (GI),
Normalized Difference Measure (NDM) and Extensive Feature Selector (EFS) were used. Table 1
explains the notations in the formulas of these methods. Also, the methods are detailed below:
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Table 1. Notations for feature selection methods

Notation  Meaning

p(t1C;) Probability of term #when class (; exists

p(t|C;)  Probability of absence of term # when class C; exists

»1C) Probability of absence of of term 7when class (; does not exists
p(t|C,)  Probability of term #when class ; does not exists

2(C;|?) Probability of class C; when 7 term is present

p(C_'] |2) Probability of absence of class (j when 7 term is present

p(Cj|t)  Probability of class C; when 7 term is not present

p(C_'] |t)  Probability of absence of class C; when 7 term is not present

Gini Index(GI)

Glis an improved version of the method originally used to find the best feature distribution
in decision trees(Singh et al., 2010). It is an accurate and fast method. The formula is as follows:
- ©)
GI(t) = Z P(t| c) « P(c)|t)

=1

Max-Min Ratio(MMR)

MMR (Rehman, Javed, Babri, & Asim, 2018) provides better performance on datasets
including highly skewed classes. The method is a combination of true positives, false positives and
their differences. According to the method, the feature score is calculated as follows:

\_1P(tl6) ~ P(E)) @
MMR(t) = ! N P(t|c)), P(t[C,
©= o o p@gy ™ e Po)

j=1

Extensive Feature Selector(EFS)

The EFS method(Parlak and Uysal, 2021) selects more important features by using both
class-based and collection-based probabilities of the feature. Its formula is a bit more complex than

other methods:
M

P(lc) P(Gl) 7
EFS(t) = Z <p(f|c,-) TP+ 1) ' <P(Ej|t) +P(GlE) + 1)

j=1

Datasets

In this study, “TurkishEmail”(Ergin et al., 2012) and "Enronl"(Uysal and Gunal, 2014)
datasets were used. There are a total of 800 e-mails in this dataset, which consists of normal and
spam e-mails in the Turkish dataset. In the English dataset (Enronl), there are 5172 e-mails in total
in this dataset, which consists of regular and spam e-mails. The distribution of training and test
data of these datasets is given in Table 2-3 below.
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Table 2. Turkish Email Dataset

Train Test
Ham 300 100
Spam 300 100

Table 3. English Email Dataset

Train Test
Ham 1836 1836
Spam 750 750

Classifiers

In this study, it is employed two successful classifiers. These classifiers Multinomial Naive
Bayes(MNB) and Decision Tree(DT).

A particular naive Bayes classifier called MINB was created specifically for classifying texts.
This naive Bayes classifier's event model was specifically represented by the multinomial term. For
text categorization, multinomial and multi-variate Bernoulli event models are frequently used(Zhao
et al., 2016). The way a portion of the formula is calculated varies across multinomial and multi-
variate Bernoulli event models. Multi-variate Bernoulli event model employs document frequencies
in this calculation, whereas multinomial model considers term frequencies.

The widely-used DT classifier(Quinlan, 19806) creates a hierarchy of decision rules from data
automatically. Each path in the tree structure used to express these decision criteria leads to the
assignment of a class label. After making Yes/No decisions along a path of nodes inside a tree

structure, classification is carried out. One of the most effective decision tree classification methods
is C4.5.

Experimental Study

Different sized vectors of the features selected by each selection method were fed with
MNB and SVM classifiers. Stop-words removal and stemming were applied in the experiments.
The widely known Zemberek algorithm has been implemented as a stemming algorithm for
Turkish dataset. Also, Porter-stemmer algorithm has been employed as a stemming algorithm for
English dataset. In this study, GI, MMR and EFS were used as feature selection methods. The total
number of features was 18650 and 27521 for Turkish and English datasets, respectively. However,
in terms of size; dimension reduction was performed by creating 100, 250, 500 and 1000 feature
vectors. In addition, the F score(Goutte and Gaussier, 2005) was used as a measure of success.
This score is presented predominantly, notin a class-specific form. The F-Scores obtained are listed
in Table 4-7. The best ones in the results are shown in bold.

Given the highest weighted average I scores, it outperformed the GI, MMR, and EFS
methods overall in most cases. In the Turkish dataset, GI has the highest performance in the MNB
classifier, while MMR has the highest performance in the DT classifier. However, the methods are
more successful when the feature size is low in the MNB classifier, while the methods are more
successful when the feature size is high in the DT classifier. In the English dataset, EFS has the
highest performance in the MNB classifier, while GINI has the highest performance in the DT
classifier. However, the methods are more successful when the feature size is high in the MNB
classifier, while the methods are more successful when the feature size is low in the DT classifier.
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Table 4. I Scores for Turkish E-mail Dataset with MINB Classifier

Turkish E-mail 100 250 500 1000

GINI 0.977 0.940 0.930 0.930
MMR 0.970 0.925 0.935 0.915
EFS 0.970 0.940 0.915 0.930

Table 5. I Scores for Turkish E-mail Dataset with DT Classifier

Turkish E-mail 100 250 500 1000
GINI 0.950 0.960 0.970 0.965
MMR 0.955 0.965 0.975 0.970
EFS 0.960 0.965 0.970 0.965

Table 6. I Scores for English E-mail Dataset with MINB Classifier

English E-mail 100 250 500 1000

GINI 0.877 0.904 0.916 0.921
MMR 0.869 0.901 0.918 0.917
EFS 0.884 0.902 0.916 0.923

Table 7. I Scores for English E-mail Dataset with DT Classifier

English E-mail 100 250 500 1000

GINI 0.911 0.897 0.889 0.889

MMR 0.888 0.893 0.880 0.871

EFS 0.894 0.888 0.890 0.890
Conclusions

In this study, the performances of two widely known classifiers were extensively analyzed
using three different feature selection methods. This analysis was carried out on datasets consisting
of Turkish and English e-mail documents. Experimental results were obtained with the
combination of MNB classifier and GI Feature Selector of the most successful scheme for the
Turkish dataset. For the English dataset, the most successful schema was obtained with the
combination of MNB classifier and EFS Feature Selector. As a future study, a new Turkish e-mail
dataset in this field will be gained and analyzed with different attribute selection techniques.
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Introduction

Short-wave radiation from the sun, retained as long-wave radiation in the earth and
atmosphere; dispersed on earth by ocean circulation and given back to the atmosphere as ground
radiation. Part of it absorbed by clouds and greenhouse gases in the atmosphere and released back
to the atmosphere. In this way the earth's surface and the lower atmosphere are warming. Earth
warming more than expected this process, which provides and regulates the heat balance, is called
the natural greenhouse effect (Ttrkes, Simer & Cetiner, 2000). Today, the aforementioned global
climate change as a result of the strengthening the natural greenhouse effect of the rapid increase
in greenhouse gas accumulations released into the atmosphere increase in the average surface
temperature of the Earth and reveals changes in climate.

The average temperature of the earth and water bodies has been increasing since 1861. The
increase is around 0.8 °C during the 20th century (IPCC, 2001). Globaly, from 1861 to the 1990s
was the warmest decade and 1998 was instrumental measurement It was recorded as the hottest
year of the process. Every 10 years between 1950-1993 the average daily-nightly maximum surface
air temperatures increased by 0.2 °C. The specified increase is 0.1°C higher than the 10-year increase
in the daily maximum temperature is too much. The prolongation of frost-free seasons in many
mid and high latitudes seen as a result of temperature increase. Since 1880, the temperature of the
Earth has risen by 0.08 °C per decade, but since 1981, the pace of warming has increased by more
than twice that, to 0.18 °C per decade (NOAA, 2022). According to NOAA's temperature data,
2021 was the sixth-warmest year ever. Nine years between 2013 and 2021 are among the ten
warmest on record (NOAA, 2022). Clearly indicates that the negative effects of human actions on
the climate in recent years shows its effects (Figure 1). The extraordinary development of the
industry in recent years and increased use of fossil fuels, increasing CO, emissions; 120 years of the
past the increase in temperature during the last 20 years of today.
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Figure 1. Annual surface temperature as compared to the average for the 20th century (1880—-2021). Red bars
reflect years that were warmer than normal, and blue bars show years that were cooler than nsnal. NO.AA
Climate.gov graph, based on data from the National Centers for Environmental Information. (NOAA, 2022).

In this context, Turkey is at risk for the potential effects of global warming group of
countries. The most striking changes observed in Turkey characterized by increases in summer
temperatures. Summer temperatures, mostly, increases in the western and southwestern regions.
In addition, the last 50 years the amount of precipitation on the western provinces of Turkey in
the winter season decreased (Karaca, Deniz & Tayang, 2000).

The last 70 years, according to the data recorded at the meteorological stations, the increase
in annual average temperatures in Turkey tends to; especially in the Mediterranean and Southeast
Anatolian regions increase between 0.07-0.34 degrees every 10 years (WorldData, 2022). 1930-2003
in a study using Mann-Kendall trend analysis significant increases in annual average temperatures
in the Cukurova region (Kapur et al., 2007) were detected.

Agro-economic systems (agriculture, forestry, fisheries and water resources) are vital to
human development and is highly sensitive to climate change. The annual average increasing
temperature will enhance desertification, salinization, erosion and thus, arid and semi-arid areas.
The type of crop, yield and growth time and duration are determined by atmospheric conditions.
Within this context, wheat is a crucial plant that needs to be protected from the harmful impacts
of climate change. It occupies 15% of the wotld's agricultural areas and provides 25% of the protein
and 20% of the calories needed for food. Turkey, which meets 3.6% of the world wheat production,
is among the most important wheat producer and consumer countries in the world. Wheat is
cultivated on an area of approximately 9.5 million hectares in our country. Although it changes
from year to year in production, it is around 20 to 21 million tons. An average of 225 kg of wheat

per year is required to feed one person considering that, for our 80 million population
(OECD/FAO, 2021).

Possible effects of global climate change on wheat crop

In wheat, a positive effect could be seen due to the increase in CO, when it transfers the
growth which affects positively to the expanding leaf area. Thus, the plant receives more light and
COy, positively affecting its development. This positive development, in addition to CO,, depends
on the competition for light, water, temperature and plant nutrients (Gifford & Morrison, 1993).
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However, in the field, such a high increase in yield should not be expected due to the competition
in the field. The positive effect of CO; on the development of wheat decreased due to the limited
water and plant nutrients, decreased aeration in the plant root zone and increased salinity levels.
With these limitations, the plant negativly effected and could not responde to the positive effect of
CO; and this is known as the plant's capacity to use assimilates (Sink Effect). Root development
acts as a depot for photoassimilation and thus, the reason for the limitation of plant growth
depends on the limited storage of roots. Stitt (1991), reveals that the limited phytosythesis despite
to the increasing CO; level attributed to the effect of deficit root storage capacity. Thus, plant
responses determined by long-term, experimental studies could be explained according to the
capacity of the plant, which depends on the plant variety, development process and growing
conditions.

Due to the increase of CO,, enhanced plant growth and leaf area also causes a rise in the loss
of CO; by respiration. As a result of this, more larger plants, in other words, plants that grow faster,
so that more respiration they do (Gifford & Morison, 1993). Another negative effect is the plant
shading itself. Allows larger leaf surface area to benefit from more light however, increasing leaf
sizes shade each other. Thus,this reduces the photosynthesis in the unit area. All these positive and
negative factors combined effects reveals the actual vegetation growth rate was positive in the trials
against the CO; increase (Reddy & Hodges 2000). Table 1 displays the anticipated effects on wheat
yield under two fold CO; climatic scenarios developed using global circulation models, taking into
account the studies that are currently published worldwide.

Table 1. Wheat production with Global Circulation Model in conditions of double CO; increase (IPCC, 2001).

Region Yield Change(%0) Counttries

Europe -10 to +10 France, UK, and Northern Europe

South America -61 to +5 Argentina, Brazil, Chile, and Mexico

Former Soviet Union -19 to +41 -

North America -100 to +234 USA and Canada

Aftica -65 to +6 Egypt, Kenya, South Africa, Zimbabwe

South Asia -61 to +67 Bangladesh, India, Philippine, Thailand, Indonesia
China -78 to +28 ---

Asia -41 to +65 Australia and Japan

Effects of CO; and possible CO; increase on plant physiology and productivity

The effect of the rised CO, on the plant is varies from the microscopic level (at the cell level)
to the macroscopic agro-ecosystem level. The study of the increase level of CO; in C3 crops such
as wheat is complex to explain the physiology and the process. Photosynthesis, respiration and
transpiration is one of the most important processes which the plants are directly affected by the
increase in CO,. Some of these primary effects is positive; some will have negative effects on wheat.
The general effects of increased COz on the plant are schematicly illustureted in Figure 2. With
increasing carbon dioxide, if plant nutrients and climatic factors are suitable an increase in yield
could be possible. However, how plants respond to increased carbon dioxide under restrictive
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conditions will depend on the level of negative conditions. Examining the level these interactions
of possible changes are very important in determining the adaptation approaches.
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Figure 2. The response of plants to CO; concentration (Bazzaz, 1990).

Photosynthesis and respiration

The net relationship of photosynthesis and respiration between the atmosphere and terrestrial
ecosystems which is clearly known that it affects the direction of carbon flow.

Photosynthesis: Despite the rise in atmospheric COy, it is thought that this increase may
benefit agriculture if changes in temperature and precipitation regime do not actually occur. CO,
is an absolute requirement for photosynthesis and life on earth. The increased CO, concentration
in the atmosphere, enhance the CO; concentration differences between the atmosphere and inside
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uptake of CO; by diffusion and thus, chloroplasts CO; difusion increases in leaves and conversions
of carbohydrates rised. In C3 plants, including wheat, the increase in CO, increases the rate of
photosynthesis at both leaf and vegetation levels (Lemon, 1983; Acock & Allen, 1985; Drake &
Leadley, 1991).

Due to the different photosynthetic mechanisms of the plant species to CO; increases causes
different respond. In some species, photosynthesis takes the C3 pathway. The reason why this
pathway is called the C3 is because the first formed in the biochemical process phosphoglyceric
acid which has three carbons. In other species, this path is conversely, since the first product has
four carbons, the C4 path and called C4 plants. The C4 plants affected less than C3 plants versus
COz increase in photosynthesis action as reflected in Figure 3 (Akita & Moss, 1973).

100 |

Wheat

Photosynthesis (mg COz2dm-2 hr-1)

1 L 1 I
0 200 400 600 800

COz2 concentration (ppmv)
Figure 3. The rate of photosynthesis in maize and wheat change depending on CO2 (Akita & Moss, 1973)

Respiration: Photosynthetic carbon uptake response to atmospheric CO, changes can be
easily understood and modeled at many scales. However, the mechanism of respiration change
versus to COs increse (in a short time-second or minute; long in the process-seasonal) is less
understood. Photosynthesis, growth and substrate increases in enhance the respiration rate per unit
area. This situation could be explained as the higher biomass requires higher energy support to
grow. On the other hand, increasing levels of CO; in the atmosphere could reduces the level of
CO; that released via respiration (Amthor, 1989). So these two opposing effects interaction is
unknown. Some researchers think twice the CO, concentration reversing the outward, net
movement of CO» in plant tissue found to decrease. Some researchers also found that increased
CO; concentrations increased CO; use efficiency on phytosynthesis (Gifford & Morrison, 1993).
In addition, increasing CO; levels in wheat, in the long term, controlled-condition studies and field
trials demonstrating reduced respiration Reddy & Hodges (2000). However, today short-term
metabolic changes has not been fully determined with the relations in the long-term and permanent
changes.

Climate adaptations of photosynthesis and respiration (aclimation): Depending on the
increase of CO; level cause an increase in the rate of photosynthesis however, it is stated that this
initial reaction will decrease in the long run (Stitt, 1991). An organism's adaptation to changing
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environmental conditions is often inherited (Hale & Orcutt, 1987). Plants adapt the rate of
photosynthesis and respiration to high CO, levels. However, adaptability of the plants is
insufficiently defined today. Photosynthetic adaptation causes a decrease in Rubisco enzyme
production. This process is more linked with the high levels of carbohydrates in the leaves (Stitt,
1991). Another important factor affecting the photosynthesis rate of the plant is depends on the
effectively storing capacity of photosynthesis products as refered physiological capacity. In other
words, higher persistence of photosynthesis at high levels, or continuous/stable formation depends
on the biomass storages such as fruit, tuber and grain. These depots provide increasingly fixed
carbohydrates. Even in the process of adaptation level, photosynthesis is generally increases as the
CO; concentration increase in the atmosphere. On the other hand, long-term adaptation is
necessary for photosynthetic capacity and respiration (Reddy & Hodges 2000).

Stoma resistance and water use efficiency

Another important physiological effect of CO; increase is on the movement of stomata is
the effect. CO, absorption from stomatal pores on leaf surfaces and water vapor is released. In this
context, due to atmospheric CO, increase, transpiration level may decrease. A 30% decrease in
conductivity stoma was detected in a double CO; increase environment. (Cure & Acock, 1986)
(Table 2).

Table 2. Percentage change in transpiration in plants against increased CO, (300 ppm CO; increase) (Cure &
Acock, 19806).

Reaction Type Wheat Barley Rice Corn
Transpiration -17 %17 -19 %0 -16 %9 =26 %0
Type Reaction Sorghum Soy Beans Cotton Potatoes
Transpiration =27 %10 -23 %5 -18 £ 17 -51 24

Thus, the water use efficiency (WUE) is increased by this two fold increase in CO, together,
it will cause a decrease in transpiration. WUE is defined as the biomass rate to the water lost by the
plant through evapotranspiration. Proportionality rise of CO, affects positively C3 crops such as
wheat under limited irrigation conditions than the sufficient water conditions due to smaller
stomatal openings of C3 plants. Increases between 70-100% in water use efficiency in wheat which
was determined by Kimball & Idso (1983) and Morison (1985).

At the leaf level, in the conducted studies on fifty different plants, CO; increases effects C3
and in C4 plants on gymnosperms, angiosperms, monocotyledons and dicotyledons as different
stoma responses (Morison, 1985). However, an increase in CO; or the stomatal behavior associated
with the reduction and the related physiological mechanism not fully understood. Contrary to past
information, the stomata of C3 and C4 plants in a linear relationship against the 2 fold CO; increase
and that, on average, both C3 and C4 plants have showed a 40% decrease in stomatal opening to
double CO; increase. (Figure 4.) (Rosenzweig & Hillel, 1998).
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Figure 4. Change of stomatal conductivity due to CO2 increase (A= C3 plant, O=C4 plant) (Morison, 1985).

The stomatal response to the increase in CO; varies according to many factors. These are
leaves age, light intensity, atmospheric humidity, and temperature (Morison, 1985). Determining
the stomatal response with the relationship between CO; is difficult because of the interaction
between CO., temperature and plant hormones. The relationship between stomatal regulation and
gas exchange also presents similar difficulties for the explanation.

The closure of stomata and the parallel as a result of decreased transpiration and latent heat
loss associated with the leaf temperature increase is a well known aspect. Leaf and vegetation
temperatures under controlled climate chambers increase 1-3 °C depending on the CO; increase
(Chaudhuri et. al., 19806; Idso, Kimball & Mauney, 1987). Reduction in transpiration associated with
closure of stomata (25-35%), is not equal to the decrease in stomatal conduction (40%) (Allen,
Jones & Jones, 1985; Motison, 1985). The reason for this is the increased vapor pressure inside the
leaf, partial it increases the vapor pressure gradient from the leaf to the air in order to compensate
for the decreasing conductivity. Thus, the leaf temperature is also increases the metabolism and
leaves (including respiration and physiological development) causes tissue aging.

The relationship between photosynthesis and stomatal movements can be considered at
three levels. These can be considered as leaves, plants and vegetation. At the leaf level, certain
increased transpiration efficiency (photosynthetic water use) as a result of the increase in CO;
increases net assimilation between 60% - 160% with a decrease in transpiration (Morison, 1985).

At the plant level, photosynthetic water use efficiency do not increase as much as water use
efficiency during longer growth periods. This is caused due to the photosynthetic adaptation,
adverse temperature effect, amount of product and transpiration. Under double CO, increased
conditions, Morison (1985) reported a plant growth increase of about 30% together with a decrease
in transpiration, in which case both factors mentioned (plant growth and transpiration) water use
efficiency in the plant between 70% and 100% increases.

At the vegetation level, the water use efficiency in the field is planted per unit area biomass
accumulation to the total water level used by plants in that area (ET¢) ratio. The total amount of
water used by the plant directly affected by CO; increase but by vegetation cover and plant water
uptake both affected by stomatal inclusions and soil evaporation and transpiration.
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Another change in the hydrological regime under increasing CO, conditions is the water
balance interaction due to the increase of leaf area. In arid environments this cause a direct
transpiration rise significantly. Thus, at the vegetation level at the field, on the water use efficiency
more complex relationships and effects occur. With double COs; increase, the increases in WUE
causes increase by approximately 30% to 50% in products and vegetation.

Biological yield and grain yield

Increased photosynthesis at high atmospheric CO, concentration provides increased
biomass accumulation as expected (Kimball & Idso, 1983; Cure & Acock, 1986; Poorter, 1993).
With a doubling of COs in trials under controlled conditions (today 350 ppm), yield levels of plants
such as wheat differs. Response (yield level) of most plants is positive, but small some of them
were negative (Table 3). Some researchers have conducted their experiments to verify controlled
conditions (Lawlor & Mitchell, 1991; Hendrey, 1993).

Table 3. The rate of the yield change in different crops against increasing CO (%) change (300 ppm CO.
increase) (Cure and Acock, 1986).

Wheat Barley Rice Corn Soy Cotton Potato Dessert | Weighted

Beans average
potato

+35+14 | +70+9 | +154£3 | +29+64 | +29£8 | +209£20 | +51+£11 | +83%12 | +41

Response to increased CO», different plants and even different varieties of the same plants
varies. Varieties of the same cultivar different response to CO: is depending on the genetics of
plant varieties, experimentation technique and to the pattern. C3 and C4 photosynthetic pathways
seem to be the general variation reason for differences between plants.

Biomass formed in the crops is the difference between photosynthesis and respiration via
accumulation in the form of carbon products, plus mineral accumulation. Therefore biomass
increase parallels concurrent to net photosynthesis impact as expected. On the other hand, under
real conditions, plant nutrients, the amount of soil water content and other factors, should also be
at an optimum level. Example;the promotion of root and vegetative parts growth means additional
resource use. This on the contrary, increased carbon assimilation makes nutrients more restrictive
for growth. Growth at low temperatures is probably not by assimilation, rather it will be limited by
its photosynthetic capacity. If these factors are sufficient CO; increase could rise the wheat yield
from 0% to 40%. Eatlier field studies found that doubling CO, could be increased to 30%, and an
increase of 20% can be achieved by quadrupling. In trials simulating field temperature in England,
The biomass value of winter wheat is between 15-27% with a doubling of CO, and if the CO; level
is doubled in graduated temperature tunnels, the reaction was between 6-34% (Lawlor & Mitchell,
2000). Nine regions in Europe under Open Top Chambers (OTC) 25 studies were conducted with
wheat, starting at 10% of CO, 320 pmol/mol encourage biomass production, the trials and
regression analysis using all data reflects for each 100 pmol/mol 13% of the above-ground biomass
increase detected (Lawlor & Mitchell, 2000).

Wheat's response to increased carbon assimilation is resilient and all plant organs could
growth. The main stems are usually the least affected organs which is also mentioned by Kapur
(2010) for the wheat under climate change effects. On the other hand, tiller growth and viability
and root growth were the most encouraged are organs. However, the leaf area, the number of
grains per spike and the grain weight was determined by the variety and environmental conditions.
From rised CO; the grain yield increase is similar with the increase of the biomass. Reproductive
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period in comparison to the vegetative growth period grain yield is more sensitive to biomass
production, especially during flowering. Summer wheat variety Minaret in multi-site OTC trials
reveals 11% grain weight increase per 100 umol/mol CO; enrichment. These results are similar
which obtained on the wheat variety Mersia (Lawlor & Mitchell 2000).

Kimball (1983) investigated the effect of CO, on wheat in more than seventy studies on pot
experiments, yield levels also increased around 90% of the studies. These increases are varies
between 0-100%. Although a few negative results were mentioned, but the reason was not
disclosed. Gifford and Morison (1993) stated that the negative results of the experiment are due to
the mixing of CO,with other gases such as ethylene may be a decrease in yield. Kimball (1983) and
Cure & Acock (1986) found that C3 plants on average yields were reported with a twofold increase
in CO; an increase of 35% yield reported. On the other hand, this increase was detected as 10% in
C4 plants. For C3 plants, this means biomass of 0.1%/ppmv increase to COs rise. The increase in
C4 plants is not directly related to photosynthesis, may be due to the improvement of the efficiency
of water use. Despite several trials on yield quality, the increase in COzappears to have little effect
(Reddy & Hodges, 2000).

In general, the increase in wheat yield, tillering and more depends on the grain (Lawlor &
Mitchell,1991; Kapur, 2010). Experimental CO; increase also changes in organs were observed.
These changes are related with the stem and root length, the increase in leaf area and thickness.

If not always also, generally increased leaf thickness, which is due to increased starch levels
and the specific leaf surface area (Reddy & Hodges, 2000). These two effect could reduces the
potential assimilation of unit leaf area via lowering the rise of photosynthesis (Rosenzweig & Hillel,
1998).

Temperature and possible temperature rise effect on plant physiology, growth and yield

High temperature stress processes in plant is the least understood subject. Soil and air
temperatures although they are not simultaneously rise often show a high level of variation.
Therefore the roots and branches grow in changing environments. The metabolism of field crops
is highly affected by these environmental temperatures. Significantly the temperature affects the
crop morphology, degradation of photosynthetic products and root-branch ratio. 'Critical
Temperatures' that used in the empirical description of plant growth, covers the average minimum
and maximum diurnal temperatures and the total temperature above a certain limit as well as in the
growth period. Different physiological processes and plant development periods have different
temperature responses (Reddy & Hodges, 2000).

The effect of CO, increase on plant growth has been studied extensively, however, the
interaction of CO, with temperature increase in this regard has not been well studied. Genarally
the studies covering the effect of temperature change in controlled environments taking into
account without nighttime changes. In the field, high temperatures are often associated with high
radiation and increased water requirements and thus, it is difficult to understand the effects of
climatic factors separately on the plant (Reddy & Hodges, 2000).

Global climate models over the growth period of any plant, gives the number of days in the
season that the total temperature and tolerance limit value required will be exceeded. This reflects
only the potential effects of high temperature on the amount of yield (Reddy & Hodges, 2000).

Effect of temperature on physiological processes
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High temperatures mostly in modarate climatic regimes is expected to decrease the yield.
This type of damage in plant production systems is difficult to detect and temperatures are generally
within out of optimal ranges in many agricultural regions. For example, optimum growth of wheat
temperature is 15 °C as the period average, however, in the Great Plains in the USA. It is also
grown when the daily temperature maxima reaches 25 °C during the grain filling process (Paulsen,

1994).

Plants balance the temperature rise, long-wavelength radiation and heat energy by spreading
through transpiration and close their stomata when exposed to drought stress (Gates, 1980). These
closures reduce transpiration and, as a result, the cooling effect of water loss disappears, so plant
temperatures increase. Thus, water and temperature stresses often occur together and they affect.

Hot dry winds (North African Sirocco or Middle East Chamsin) often increase high
temperature damage. Temperatures between 45-55°C for at least 30 minutes are damage the leaves
many environments. Even if temperatures of around 35 °C and 40 °C last longer, they show
aproximately the same effect (Fitter & Hay, 1987) and above 40 °C temperatures also affect the
closure of stomata (Shibles, Anderson & Gibson 1975). Considering the effects of high
temperatures on major crops such as wheat that vernalization is reversed in temperature periods
of 30 °C and above for more than eight hours (Acock & Acock, 1993).

Root temperature is more effective than above soil surface temperature because the roots
optimal temperature values are lower and to rapid temperature fluctuations shows less adaptations
(Paulsen, 1994). Reduction of metabolic substrates, increase in the levels of respiration affects the
root activity and the other physiological processes negatively. Therefore, root growth and function
are highly affected under high temperature. Temperature affects the uptake of plant nutrients and
water, as well as the displacement of root carbohydrates. Prolonged high temperatures ultimately
result in completely stop the root growth.

The sensitivity of photosynthesis to temperature is higher than the respiration. The leaf
photosystem II (PS2) reaction center in their chloroplasts and thylakoid membranes is very
sensitive and responds quickly to high temperature and high luminous (especially during the grain
filling process) (Paulsen, 1994).

In many studies, net photosynthesis in wheat is limited at 5 °C that it increases over a wide
optimum range as the temperature increases (>25 °C) and stopped around 40 °C (Lawlor and
Mitchell, 2000). Due to the nature of Rubisco, the sensitivity of net photosynthesis to COswas
found to increase significantly with temperature. Optimum temperature with elevated CO,
increases by a few degrees. This is related with the kinetic parameters of Rubisco that due to
temperature and the proportional solubility of CO, and oxygen (O,). This means that
photorespiration increases with temperature. The most important effect of the climate change is
the higher temperature accelerates the leaf formation and aging, thus shortening the active
photosynthesis period (Lawlor & Mitchell, 2000).

Above a minimum limit value, the plants' resistance to rising temperature tends to be positive
up to the optimum temperature value. Optimum temperature value is the maximum rate of plant
growth when all other variables are optimum. These other variables are humidity, aeration, plant
nutrients (BBM), light and CO2 of the environment (Fitter & Hay, 1987). When this optimal range
is exceeded, plants react negatively and significant reduction in growth and yield occurs (Fig. 5).
Different Optimal temperatures vary according to plants. For example, a semi-arid region plant
optimal temperature required by corn for photosynthesis is higher than the wheat and grows in a
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more temperate climate (Figure 6). Generally plants maintained the temperature of the leaves
according to the ambient temperature, if the usable water level is sufficient.
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Figure 5. The relationship between plant growth rate and temperature (Rosenzmweig & Hillel,1998)
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Figure 6. Relationship between net photosynthesis rate and temperature (a: grass; b: wheat,c: maize; horizontal
lines indicate optinum range) (Rosenzweig & Hillel, 1998)

Rising temperatures increase the metabolic activities of plant cells, however, extremely high
temperatures can damage enzymes (Fitter &Hay,1987). Rapid reaction levels are useful up to a
certain level, above which temperatures can damage some plant processes. Balancing both effects
serves to determine the general response of the plant to the increase in temperature. Optimum
temperature above the range photoplasmic proteins, cellular enzymes and membranes decompose
and a cessation or decrease in the rate of cytoplasmic flow occurs.

In temperate zone varieties, respiration rates are 20 °C below the temperature is low and
with the rise in temperature it reaches the ‘equilibrium point’ until 40 °C. At this temperature point,
the respiration rate is equals the rate of photosynthesis; and a net carbon build-up does not occur
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at this point which stops the growth. The net level of photosynthesis is obtained when the gross
carbon is subtracted from the respiration carbon consumption. This relation were reflected in
Figure 7 (Fitter & Hay,1987). Accelerated respiration reduces net biomass accumulation and lowers
the efficiency of economical product. In an example given by Paulsen (1994), wheat grains was
reduced by the increased respiratoion at high temperature levels. Under increased CO, conditions
respiration rate changes may partly contribute to reduce the photosynthesis. On the other hand,
plants have a certain respiration adaptation to warmer conditions, without an increase in rate
(Reddy & Hodges, 2000).
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Figure 7. The effect of temperature on plant photosynthesis and respiration and net production (Pisek et al., 1973)

The susceptibility of plants to high temperature damage may be affected vegetative and
reproductive development periods differently by their prolongation. Especially during the
reproductive development of the plant the high temperatures could damage the plant. Possibly, it
can affect grain filling in wheat. In the Anthesis process and just before, the changes that may cause
many types of infertility, however, it was determined that wheat was less sensitive to this change
(Paulsen, 1994).

Low yield depends on low assimilation rates, accelerated plant development and shortened
daily temperature changes. High temperatures can accelerate ripening and effect the functional
quality properties of wheat. After near-optimal temperatures in the main products negative effects
of rised temperatures, will be higher. In the double CO; scenario when the predicted temperature
rise reaches its upper limit, plant breeders must be to develop temperature-tolerant varieties
(approximately 4 °C temperature rise).

The effects of temperature on wheat phenology are more than the effects of extreme
temperatures. Extreme cold can damage wheat; or late frosts promote sterility. During flowering
temperatures above freezing (lower than 5 °C) and extreme temperatures (more than 30 °C) can
damage pollen formation. This, as a result, may reduce yield while reducing grain settling. Climate
change is likely can lead to low yields due to extreme temperatures; because of climate change due
to the frequency of extreme temperatures, especially in short development stages to which plant
growth is sensitive, may change over time (Lawlor & Mitchell, 2000).

As the effects of changing climate, winter death, vernalization, respiration levels and high
temperature stress may vary. High night temperatures can stop the accumulation of carbohydrates
of plant organs (Hall & Allen, 1993), and thus, flowering and grain filling may be adversely affected.
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In some field crops, the tissues are resistant to low temperatures and thus they become more
resistant to the harmful effects of frost. Warmer or milder autumns reduce winter strength and
infrequent cold could increases the yield damage sensitivity in this periods. Some studies reveals
that 'Winter Deaths' may increase with warming scenarios (Mearns, Rosenzweig & Goldberg,
1992).

In some crops, such as winter wheat, 'full blooming' cannot occur without passing the
cooling period. This process is called 'vernalization'. In winter ss temperatures rise, vernalization is
negatively affected. Farmers can adapt to the change by switching to the 'summer wheat variety'
(Rosenzweig, 1985). This situation changes the marketing, processing and quality of wheat.

Rising temperatures during the night increase respiration so increase the use of plant
carbohydrates storage and thus yield decreased. This effect, limits some tropical crop yields in
agricultural areas. In a simulation study, the effects of the minimum and maximum temperature
changes were investigated by Rosenzweig & Tubiello (1996) and they reveal, the minimum
temperature increase negatively effects the wheat yield in the USA more than the maximum
temperature rise. Plant responses to adverse effects of climate change are variable, however if a
north-south section consideration, the southern part of USA has more negative effects due to
decreases in vernalization on wheat Rosenzweig & Tubiello (1996).

Effect of temperature on growth and development period

In mid and high latitude areas Increased warming could be beneficial as increase the duration
of the potential growth season. A prolonged potential growing season could provide early sowing
in spring, accelerated growth and early ripening with the harvest. As a result, multiple cropping can
take place.

The main environmental factor controlling plant growth is temperature. High temperatures
generally affect the phenological development of plants and accelerates maturation (Ellis et. al.,
1990). Shortened growth period of time due to rised temperature can reduce the potential yield of
annual crops (Rosenzweig, 1990; Butterfield & Morison, 1992). In this context, the length of the
growth period and the the total amount of light input is main determinants of the total dry matter
and yield (Monteith, 1981). Early plant growth in warm environments effects the potential grain
yield in the plant growth period (Paulsen, 1994).

With high temperature, the lengths of all developmental stages are shortened. Especially if
the period from double ring formation at the apex to flowering is shortened more causes a decrease
in the number of grains of each spike and a decrease in grain yield Reddy & Hodges (2000). High
temperatures often reduce the number of leaves and spikes due to rapid growth (Paulsen, 1994).
Optimum photosynthesis temperature for wheat is between 20-30 °C, whereas it is 15 °C on average
for grain yield during the growing period. This temperature difference reveals the importance for
maximum yield for temperate plant varieties via photosynthetic activity and temperature process
in wheat (Paulsen, 1994). High temperature it also reduces the number and weight of grains that
can be harvested. Figure 8 shows the effects of high and low temperatures (Acock & Acock,1993).
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Figure 8. Effects of low and high temperatures on plant growth and yield (E: Germination, I: Beginning of
development of plant organs for harvest, G: Beginning of Dry matter accumulation, H: End of dry matter
accummnlation) (Acock & Acock, 1993).

Researchers have determined the need for thermal time for a plant during its development
period as various linear and nonlinear indices. Thermal indices are usually 'degree days of growth'
(Thermal Time = Total Temperature defined as Growing Degree Days, GDD) and calculated
based on total daily or monthly maximum and minimum temperatures. Some of these have been
changed as day length, solar radiation and water stress. These indices are used in calculating the
effects of seasonal temperatures according to plant growth, crop and geographical region.

Phenological development and growth processes of plants as seed germination, leaf
formation, growth and the beginning of the spike period are directly related to the temperature.
The plant total temperature need for each development period is called Thermal Time. Effective
thermal process cannot accumulate and plant growth cannot progress below from a certain base
or sub-temperature level. Thermal time, accumulation level and plant growth level are increasing
with optimal temperature. A forementioned above this optimal temperature, basic process
accumulation and plant growth decreases and with the increase in temperature, the accumulation
inhibited and accordingly the development of the plant stops.

Effects of temperature on biological yield and grain yield
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High temperatures shorten all development cycles. In this context, there is more limited time
to obtain resources such as the light water and nutrients, and thus biomass production decreases
with increasing temperature. The size of influence depends on which growth cycle is affected.
Because the maximum shortening of the growth rate period compared to the shortening of the
first growth period, has greater impact on biomass. In a study in England, a 3.5 °C icrease
throughout all growth periods reduces the biomass of winter wheat 16% and grain yield by 35%
with greatly shortened growth period (Reddy & Hodges, 2000). Further more according to Kapur
(2010), vegetative parts (leaf, stem and root weight) per plant, under warm conditions increased
more rapidly than in cooler conditions with reached to the highest value early and consequently
the weight is lower in hot conditions than in cool conditions. Generally, in the greenhouse trails
where the ambient temperature changes, the effects of increasing temperature on biomass were
more negatively detected. However, this situation varies greatly between seasons and varieties
(Lawlor & Mitchell, 2000).

The negative effect of increasing temperature on grain yield is higher than on the biomass.
So the harvest index decreases more in rised temperature. This means that particular the grain yield
is sensitivity to grain filling period. During the grain filling period 1 °C increase in temperature
shortens the time by 5% and thus, harvest index and grain yield reduced. If the high temperatures
promote sterility in flowering period also this reduces yield. In open air growth chamber using
minaret summer wheat variety trials at 9 different regions, statistical analysis, reflects 6% of grain
yield and biomass decreased for each 1 °C increase throughout growing season (from emergence
to maturity). Also these effects can be estimated very well with simulation models (Lawlor &
Mitchell, 2000).

Water and possible drought effects on growth and yield

Precipitation is the primary source of soil moisture and in arid regions it is the major factor
that influencing the plant yield. An overall average precipitation estimater global climate model
results also reflect the potential changes of hydrological regimes in each location. A change in
climate parameters affects the total seasonal precipitation. In addition, also this situation affects the
seasonal distribution and inter-seasonal distribution change. For plant productivity, the seasonal
distribution of precipitation degradation may be even more effective than the reduction in total
precipitation. Yield, beside amount of water, is also sensitive to potential daily or seasonal 'ET'
variation.

Crop water stress depends on the cellular water activity, reduced energy potential in plants,
low cell turgor pressure, increased solution densities, decreased cell pressure and lost hydration of
tissues (Hale & Orcutt, 1987). After all, the cell expansion and division, cell wall formation, protein
and chlorophyll synthesis, and photosynthesis slows down. When significant water stress occurs,
the respiratory level rises, sugar and proteins accumulate and metabolism is disrupted (Fitter &
Hay,1987).

As water stress increases, the potential osmotic pressure in plant cells decreases. This process
adjusts the regulation of turgor. Osmotic regulation allows cell growth at low water levels (Kramer,
1983). Conservation of turgor features are the lowering osmotic pressure, deposition of solute
capacity, and elasticity properties of cells (Hale & Orcutt, 1987).

In the initial stages of drought stress, crop could be protected via turgor osmotic regulation.
If water stress persists, plants may lose their adaptive properties and yield levels are more likely to
suffer from drought, especially during the reproductive development period. In water stress, leaves,
which absorb water rapidly during the dry period can draw water from the grain (Rosenzweig &

59



Kekeg, Ugur & Kapur, Burgak & Kog, Levent & Can, Mige Erkan; Rised CO; And Climate Change Effects
On Wheat

Hillel, 1998). Drought in leaves accelerates aging and leaf fall. The water tension during the
flowering, pollen release and grain filling phases affects the yield especially in wheat. In wheat, leaf
formation and spike formation are affected by water stress.

Wheat studies on the interaction of CO; and drought under field conditions are quite a few
and can be summarized as follows (Bauer,1972);

a) In elevated CO, application, the water use of the wheat plant is may decrease slightly in
moist environment, however, in dry conditions could increase slightly

(b) Stimulation of biomass and grain yield with elevated CO; tends to be greater in dry
conditions compared to humid conditions.

CO., climate change and wheat yield

CO; temperature and precipitation variations change the growing conditions of crops. The
physiological effect of increased CO» on the plant may be beneficial to agriculture. Under changing
conditions, in environments where plant nutrients and water are not limited, the water use
efficiency and photosynthesis increased in the short periods. However, in field conditions, there is

often a lack of water and plant nutrients and so productivity may not be an increase (Rosenzeweig
& Hillel, 1998).

A combination of changes in key factors in plant physiological processes, understanding of
the reasons for the yield change is very powerful. In order to determine the effects of climate
change realistically, with CO, more research is needed on the interaction between temperature and
drought. Furthermore, conducting such studies for each agro-ecosystem could give reasonable
results.
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Introduction

The study area covers Ardight District and its surroundings, located in the northwest of
Konya province. Previous studies were mainly stratigraphic and mineral exploration, and the
Kiziléren Formation dolostones were not studied in detail. Ozkan and Kibar (2015) studied the
Kiziléren Formation carbonates in detail (sedimentological and geochemical) in the study area. In
this study, the petrographic features of Kiziléren dolostones were studied in detail. In the study,
thin sections were carried out under a polarizing microscope for all samples and a scanning electron
microscope was performed for some samples. Alizarin red-s test was applied to separate dolomite
and calcite minerals on thin sections of dolostone. Thus, the mineralogical compositions, textural
properties, and depositional environments of the dolostones were determined.

In accordance with the purpose of the study, 3 measured stratigraphic sections were
measured from the Kiziléren Formation, samples were collected from appropriate levels and the
measured sections were correlated (Ozkan and Kibar, 2015).

According to the petrographic characteristics of the Kiziloren Formation dolomites: (1)
unimodal, very fine to fine crystalline planar-s (subhedral) mosaic dolomite, (2) medium to coarse
crystalline planar-e (euhedral) mosaic dolomite, (3) medium crystalline planar-e (euhedral) replaced
dolomite, (4) unimodal, medium to coarse crystalline non-planar-s-a (subhedral-anhedral) mosaic
dolomite, (5) fine-crystalline planar-e-s (euhedral-subhedral) mosaic dolomite, (6) polymodal
planar-e-s (euhedral-subhedral) mosaic dolomite, (7) coarse-very coarse crystalline non-planar-c
(cement) saddle dolomite and (8) defined as microbrecciated dolomite (Ozkan and Kibar, 2015).

Results

Petrographic Properties of the Samples Taken from Karagiineytepe Measured
Stratigraphic Section (A)

The Kiziléren carbonates at Karagiiney Tepe start with dolomitic limestone at the bottom,
continue as limestone-dolostone alternation in the middle sections and continue as dolostone
towards the top after the dolomitic limestone, and end with limestone at the top. Considering the
microscopic properties of the samples taken from the Karaglineytepe measured stratigraphic
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section, it was observed that they were dolomitic limestone, limestone (mudstone), dolomicsparite,
dolosparite, and crystalline limestone according to Dunham’s (1962) classification (Table 1).

Tablel. Microscopic properties of samples taken from Karagiineytepe measured stratigraphic section

Allochems Orthochems
Calcite Dolomite Name of the rock
Sample | content” | content | Fossil | Intraclast | Ooid | Pellet | Sparite | Micrite (Dunham,1962)
Y% % % % % % %
A-1 82 18 10 5 - 7 25 53 dolomitic limestone
A-5 85 15 5 - - - 10 85 dolomitic limestone
A-9 92 8 9 - - 7 84 limestone
A-20 94 6 7 5 - - 15 73 limestone
A-25 80 20 - - - - 100 0 dolomitic limestone
A-33 5 95 - - - - 50 50 dolomicsparite
A-41 91 9 - - - - 0 100 mudstone
A-57 8 92 - - - - 90 10 dolomicsparite
A-67 95 5 - - - - - 100 mudstone
A-85 82 18 - - - - 2 98 dolomitic limestone
A-120 7 93 - - - - 100 0 Dolosparite
A-160 91 9 - - - - 100 0 crystalline limestone

In thin sections, idiotopic, hibidiotopic, and xenotopic textured dolomite crystals are
observed in the form of euhedral-subhedral and anhedral grains in sizes varying from micro to
coarse (Table 2).

Table 2. Textural properties of samples taken from Karagiineytepe measured stratigraphic section

Primary Dolomite Crystal
Calcite Dolomite texture Shape
Sample | content% | content | preservation Size Sorting Texture
% rate Eu | Su | Xe
A-1 82 18 Mimetic fine good yes | yes | yes xenotopic
A-5 85 15 Mimetic fine good - - yes xenotopic
A-9 92 8 Mimetic fine good - - yes xenotopic
A-20 94 6 Mimetic fine good - - yes xenotopic
A-25 80 20 non-mimetic fine good yes | yes | yes subhedral
A-33 5 95 Mimetic fine - koti yes - yes euhedral
coarse
A-41 91 9 Mimetic fine good yes - yes xenotopic
A-57 8 92 Mimetic fine - poor yes | yes | yes subhedral
coarse
A-67 95 5 Mimetic fine - poor - yes | yes xenotopic
coarse
A-85 82 18 Mimetic fine good - - yes xenotopic
A-120 7 93 non-mimetic fine- good yes | yes - euhedral
medium
A-160 91 9 non-mimetic fine good yes | yes - subhedral

Eu: enbedral, Su: subbedral, Xe: xenotopic

As a result of petrographic examinations, it was observed that they were in the form of fine
to very fine crystalline dolomite (Figure 1a), calcite-cemented brecciated dolomites (Figure 1b),
fine-to-coarse crystalline (polymodal, Figure 2a) dirty, euhedral and subhedral dolomite rhombs,
medium-crystalline, euhedral replaced dolomite (Figure 2b), subhedral, fine-to-very fine-crystalline
dolomites (Figure 3a), subhedral-xenotopic, medium-coarse crystalline and mostly in the form of
dirty dolomites (Figure 3b), fine crystalline dolomitic limestone (Figure 4a) and crystalline limestone
(Figure 4b).
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Figure 1. a) Very fine to fine crystalline, subbedral mosaic dolomite (df-1), fossiliferons dolomitic limestone. F:
Jossil (PPL, Sa:A-1; dolomitic limestone), b) Calcite-cemented brecciated (Br) dolomite (df-8) and dolomicsparite
(df-1) (PPL, Sa: A-57 dolomite)

0.5 mm
e —————

Figure 2. a) Thin-coarse crystalline (polymodal; df-6), enbedral () and subbedral (S) dolomite rhomboids (PPL,
Sa: A-57 dolomite), b) Medium-crystalline (df-3), eubedral dolomite rhombs (PPL, Sa: A-33; dolomite)

« 0.5 mm
"'-—

Figure 3. a) Fine-crystalline (df-1), xenotopic dolomite (PPL, Sa: A-85; dolomitic limestone) b) Subbedral-
xenotopic, medium-coarse crystalline (df-4) and mostly dirty dolomite (PPL, Nu: A-120; dolomite), C: caleite, D:
dolomite
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Figure 4. a) Fine crystalline dolomitic limestone (PPL, Sa: A-160; limestone), b) Crystalline limestone (PPL,
Sa: A-160; limestone), C: caleite, D: dolomite

As a result of the SEM (scanning electron microscope) examination made from a sample (A-
33) taken from the Karaglineytepe measured stratigraphic section, fine-medium crystalline
subhedral dolomite crystals, and the EDX diagram is seen (Figures 5 and 0).

=

AR -

5

g 301 2l

Figure 5. Fine-medium-crystalline, eubedral, subbedral dolomite crystals, intracrystalline and intercrystalline
porosity (SEM) and energy dispersion X-Ray spectra (EDX)
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e

Figure 6. Fine-crystalline, enbedral dolomite crystals, intracrystalline and intercrystalline porosity (SEM), and
energy dispersion X-Ray spectra (EDX)

Petrographic Properties of the Samples Taken from the Dogudag Measured Stratigraphic
Section (B)

The carbonates in the Dogudag measured stratigraphy section begin with dolostone at the
base, contain intercalations of calcitic dolomite upwards, and end with dolostones. Fossils (5-25%)
are observed in some dolostones and calcite dolomites, and there are 0-90% micrite and 10-100%
sparite in the dolostones (Table 3).
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In thin sections, euhedral, subhedral, and anhedral dolomite crystals of varying sizes from
micro to large are observed (Table 4).

Table 3. Microscopic properties of samples taken from Dogudag measured stratigraphic section (B)

Allochems Orthochems
Calcite | Dolomite Intraclast | Ooid | Pellet | Sparite | Micrite Name of the rock
Sample | content | content | Fossil % % % % % (Dunham,1962)
Y% Y% %

B-1 3 97 25 - - - 100 0 dolosparite
B-15 2 98 5 - - - 55 40 dolomicsparite
B-33 1 99 15 3 - 5 17 60 dolomicsparite
B-60 4 96 - - - - 10 90 dolomicsparite
B-80 35 65 14 - - - 86 0 calcitic dolomite

B-100 3 97 - - - - 85 15 dolomicsparite
B-120 2 98 - - - - 80 20 dolomicsparite
B-160 2 98 - - - - 65 35 dolomicsparite
B-195 2 98 - - - - 55 45 dolomicsparite
B-235 45 55 - 4 - 2 84 10 calcitic dolomite
B-257 6 94 - 14 - - 60 26 dolomicsparite
B-300 8 92 - 15 - - 70 15 dolomicsparite

Table 4. Textural properties of samples taken from Dogudag measured stratigraphic section (B)

Primary Dolomite Crystal
Calcite | Dolomite texture Shape
Sample | content | content | preservation Size Sorting Texture
% % rate Eu | Su | Xe
B-1 3 97 non-mimetic | fine-coarse kota yes | yes - cuhedral
B-15 2 98 mimetic fine- good yes | yes | yes Subhedral
medium
B-33 1 99 mimetic fine- good yes | yes | yes Subhedral
medium
B-60 4 96 mimetic fine good yes | yes | yes xenotopic
B-80 35 65 non-mimetic fine- good yes | yes - Subhedral
medium
B-100 3 97 mimetic fine- good yes | yes | yes Subhedral
medium
B-120 2 98 mimetic fine- good yes | yes | yes Subhedral
medium
B-160 2 98 mimetic fine- good yes | yes | yes Subhedral
medium
B-195 2 98 mimetic fine- good yes | yes | yes Subhedral
medium
B-235 45 55 mimetic fine-coarse poor yes - - cuhedral
B-257 6 94 mimetic fine good yes | yes | yes Subhedral
B-300 8 92 mimetic fine-coarse poor yes | yes | yes Subhedral

Eu: enbedral, Su: subbedral, Xe: xenotopic

As a result of the petrographic examination of the samples, it was observed that they were
in the form of rhomboids of medium to coarse crystalline (df-2) euhedral dolomite (Figure 7a),
dolomicsparitic (polymodal; df-6) dolomite (Figure 7b), fine crystalline (df-1) dolomicsparite
(Figure 8a), fine crystalline (df-1) calcitic dolomite (Figure 8b), fine-crystalline (df-1) dolomicsparite
and replacement with iron oxide (Figure 9a), dedolomitization in dolosparites (Figure 9b),
intraclastic dolomite and calcite cement (Figure 10a), fine-crystalline (Figure 9a) df-1)
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dolomicsparite with calcite veins and partially replaced by dolomite (10b), medium to coarse
crystalline (df-2) euhedral, zoned dolomite thomboids (Figure 11a) and fossiliferous dolomicsparite
(11b; df-1).

Figure 7. a) Eubedral, medium-coarse crystalline (df-2), dirty dolomite rhombs (PPL, Sa: B-1; dolomite), b)
Eubedral-subbedral, polymodal (df-6) dolomite crystals and dedolomite (PPL, Sa: B-15; dolomite), D: dolomite,
De: dedolomite

Figure 8. a) Fine-crystalline (df-1) dolomicsparite and caleitic vein (PPL, Sa: B-60; dolomite) b) Fine-crystalline
(df-1) calcitic dolomite (PPL, Sa:B-80; calcitic dolomite), C: calcite, D: dolomite

Figure 9. a) Replacement by fine crystalline (df-1) dolomicsparite and iron oxide. (PPL, Sa: B-100; dolomite), b)
Dedolomitization in dolomicsparite (PPL, Sa: B-160; dolomite), D: dolomite, De: dedolomite, Ir: iron oxide
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Figure 10. a) Intraclastic dolomite and caleite cement (PPL, Sa: B-235; calcitic dolomite), b) Caleite vein in fine
crystalline (df-1) dolomicsparite and partially replaced by dolomite (PPL, Sa: B-257; dolomite), D: dolomite, C:
calcite, In: intraclast

0.5 mm

Figure 11. a) Medinm-coarse crystalline (df-2), enbedral, zoned dolomite rbombs (PPL, Sa: B-300; dolomite), b)
Fine-crystalline (df-1), fossiliferons dolomicsparite. F: fossil (XPL, Sa: B-33; dolomite)

As a result of the SEM (scanning electron microscope) examination of two samples (B-1, B-
120) taken from the Dogudag measured stratigraphic section, fine crystalline, subhedral (Figure
12), and euhedral (Figure 13) dolomite crystals and EDX diagram are seen.

ccccc

A GEBOD % HVE 20.0 Ky

Figure 12. Fine-crystalline, subbedral dolomite crystals, intercrystalline porosity (SEM), and energy dispersion X-
Ray spectra (EDX; B-1)
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Figure 13. Fine-crystalline, eubedral dolomite crystals, intercrystalline porosity (SEM), and energy dispersion X-
Ray spectra (EDX; B-120)

Petrographic Properties of the Samples Taken from the Saribayirsirtt Measured
Stratigraphy Section (C)

The carbonates in the Saribayirsirtt measured stratigraphic section (C) start with dolostone
at the base, continue with dolomitic limestone interbedded limestone in the middle sections, and
end with dolostone at the top, after the alternation of calcitic dolomite-dolostone (Table 5). Thin-
crystalline, subhedral and anhedral dolomite crystals with hibidiotopic and xenotopic textures are
observed in thin sections (Table 6).

Table 5. Microscopic properties of samples taken from Saribayirsirts measured stratigraphic section (C)

Allochems Orthochems
Calcite | Dolomite Intraclast Name of the rock
Sample | content | content | Fossil % Ooid | Pellet | Sparite | Micrite (Dunham,1962)
% % % % % % %

C-7 9 91 10 8 - - 60 22 dolomicsparite
C-17 25 75 - - - - 85 15 calcitic dolomite
C-25 6 94 - 15 - - 50 35 dolomicsparite
C-30 9 91 - 10 - - 60 30 dolomicsparite
C-39 45 55 5 - - - 100 0 calcitic dolomite
C-50 100 0 8 - - - 44 48 mudstone
C-56 93 7 7 - - - 46 47 mudstone
C-62 60 40 - - - - 85 15 dolomitic limestone
C-67 94 6 - - - - 100 0 crystalline limestone
C-73 92 8 - - - - 100 0 crystalline limestone
C-87 9 91 - - - - 100 0 dolosparite

C-109 8 92 8 - - - 100 0 dolosparite
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Table 6. Textural properties of samples taken from Saribayiursirts measured stratigraphic section (C)

Primary Dolomite Crystal
Calcite | Dolomit texture Shape
Sampl | content | e content | preservation Size Sorting Texture
e % % rate Eu | Su | Xe
C-7 9 91 mimetic fine good yes | yes | yes subhedral
C-17 25 75 mimetic fine good yes | yes | yes subhedral
C-25 6 94 mimetic fine- poor yes | yes | yes subhedral
coarse
C-30 9 91 mimetic fine- poor yes yes | yes subhedral
coatse
C-39 45 55 non-mimetic fine good yes yes - subhedral
C-50 100 0 mimetic fine good - - - xenotopic
C-56 93 7 mimetic fine good - yes | yes xenotopic
C-62 60 40 mimetic fine good - yes | yes subhedral
C-67 94 6 non-mimetic fine good - yes - subhedral
C-73 92 8 non-mimetic fine good - yes - subhedral
C-87 9 91 non-mimetic fine good yes | yes - subhedral
C-109 8 92 non-mimetic fine good yes | yes - subhedral

Eu: eubedral, Su: subbedral, Xe: xenotopic

As a result of the petrographic examination, it was observed that they were in the form of
dolomicsparite (Fig. 14a; df-1), calcitic dolomite (Fig. 14b), dolomitic limestone (Fig. 15a),
euhedral-subhedral, fine-crystalline (df-5) sugary dolosparite and dedolomite (Fig. 15b, 16a),
dolomitic limestone (Fig. 16b), euhedral-subhedral, fine-crystalline (df-5) dolomite crystals-
dolomicrite, calcite fossil and void fill calcite cement (Figure 17a) and coarse-very coarse crystalline
(df-7) saddle (cement) dolomite (Fig. 17b).

Figure 14. a) Fine to very fine crystalline (df-1), Dolomicsparite (PPL, Sa: C-7; dolomite), b) Bioclast, fine
crystalline (df-1) dolomicsparite and calcite cement (PPL, Sa: C -7; dolomite), C: caleite, D: dolomite, Bi: bioclast

73



Ozkan, Ali Miijdat & Kibar, Levent Kenan; Petrographic Features Of The Upper Triassic-Lower Jurassic
Kizil6ren Formation Dolostones (Konya Northwest, Turkiye)

Figure 15. a) Bioclasted, calcite-cemented dolomicsparite (df-1, PPL, Sa: C-7; dolomite), b) Eubedral-subbedral,
fine-crystalline (df-5) dolosparite and dedolomite (PPL, Sa: C-39) ; caleitic dolomite), C: caleite, D: dolomite, De:
dedolomite, Bi: bioclast

Figure 16. a) Eubedral to subbedral, fine crystalline (df-5) suggary dolosparite and dedolomite (PPL,, Sa: C-39;
caleitic dolomite), b) Sparicaleite, fossil (F), stylolite, and dolomite crystals (PPL, Sa: C-67; limestone), ), C:
calcite, D: dolomite, De: dedolomite, St: stylolite

Sd

0.5 mm

Figure 17. a) Eubedral-subbedral, fine-crystalline (df-5) dolomite crystals-dolomicrite, calcite fossil, and void-filling
calcite cement, (PPL, Sa: C-109; dolomite) F: fossil, b) Coarse—very coarse crystalline (df-7), (nonplanar-c) saddle
dolomite cement. (PPL,, Sa: C-25; dolomite), C: calcite cement, D: dolomite, Sd: saddle dolomite
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Discussion

Unimodal, very fine to fine crystalline planar-s (subhedral) dolomites (df-1); small crystal
sizes (<60 um) indicate limited subtidal to supratidal environments (Amthor and Friedman, 1991).
It may develop by early replacement of fine crystalline early diagenetic dolomite or concurrent
neomorphic or original peritidal carbonate mudstones (Zenger, 1983; Amthor and Friedman,
1991). Crystal size is controlled by the ratio relationship of the two functions; nucleation and
growth rate (Spry, 1969; Amthor and Friedman, 1991). Dolomite often selectively replaces fine
crystalline CaCOj; (Murray and Lucia, 1967; Sibley et al., 1987, Amthor and Friedman, 1991). The
fine particles have a very large surface area compared to their volume and therefore the nucleation
rate is fast. If the nucleation rate is high compared to the growth rate, the resulting crystal size will
be small (Amthor and Friedman, 1991). This can be explained, among others, by selective
dolomitization of finer crystalline calcium carbonate and early dolomitization of subtidal and
supratidal carbonate muds (Amthor and Friedman 1991). We can emphasize that the fine crystalline
dolomites in the Kizil6ren Formation were formed by early diagenetic replacement of carbonates
in tidal and subtidal environments.

Medium to coarse crystalline planar-e (euhedral) mosaic dolomites (df-2); are often presented
as evidence of pre-dolomitization texture. Because the crystal size in individual mosaics is unimodal
and it can be stated that the nucleation sites for dolomite are homogeneously distributed (Sibley,
1982; Schofield, 1984; Amthor and Friedman, 1991). The fact that the dolomite crystals show the
sharing of reconciled boundaries indicates that they are formed in situ. They develop
simultaneously to form congruent crystal boundaries and the development of planar-e mosaics is
achieved by the combined growth of zones in adjacent crystals (Schofield, 1984; Amthor and
Friedman, 1991). The absence of intracrystalline chipping features, continuity, and zones of equal
width indicate the continued development of the crystals. We can say that the medium-coarse
crystalline planar-e (euhedral) mosaic dolomites (df-2) of the Kiziléren Formation developed
simultaneously and in situ.

Medium-crystalline planar-e (euhedral) replaced dolomites (df-3); dirty core and clean margin
texture can be observed widely in rocks of all ages (Sibley, 1982; Amthor and Friedman, 1991).
Intercrystalline chipping in dolomite rhombs indicates dissolution after dolomitization. Late
diagenetic crack-filled dolomites are formed at high temperatures (burial origin). The crack fillings
that cut the dolomite rhombs in the mid-crystalline euhedral replacement dolomites of the late
diagenetic phase indicate a high temperature (burial origin) formation. The euhedral form of
dolomite rhombs suggests formation at temperatures below 50-100°C (approximately critical
temperature), since higher temperatures develop anhedral forms (Sibley and Gregg, 1987;
Ramadan, 2014). Also, planar dolomite crystals may form along chemical compaction dissolution
wrinkles. We can state that the medium crystalline planar-e (euhedral) replaced dolomites (df-3) of
the Kizil6ren Formation are of late diagenetic burial origin.

Unimodal, medium to coarse crystalline non-planar-s-a (subhedral-anhedral) replaced
dolomites (df-4); it develops as a replacement for the original limestone or dolostone. This type of
replacement usually completely destroys the original depositional tissues (Amthor and Friedman,
1991). This type of dolomite corresponds to the xenotopic-a dolomite described by Gregg and
Sibley (1984) and Sibley and Gregg (1987) (Ramadan, 2014). They propose that the xenotopic
dolomite texture results from the neomorphic recrystallization of pre-existing dolomite or the
replacement of limestone at high temperatures. Folk (1959) described non-planar-a dolomite as the
replacement of the original limestone in the burial setting. Such a replacement can occur only in
certain zones and originally had high porosity and permeability. This coarse non-planar dolomite
cement is generally called saddle dolomite (Radke and Mathis, 1980; Amthor and Friedman, 1991).
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It has been emphasized that almost all of these dolomites consist of high temperatures (60-150°C;
Radke and Mathis, 1980) and high salinity basinal waters (Ramadan, 2014). No conclusive evidence
of saddle dolomite formation at low temperatures from marine or hyposaline waters has been
demonstrated so far (Amthor and Friedman, 1991; Ramadan, 2014). We can say that the unimodal,
medium to coarse crystalline non-planar-s-a (subhedral-anhedral) replacement dolomites (df-4) in
the Kizil6ren Formation developed in a high-temperature burial environment.

Fine-medium crystalline planar-e-s (euhedral-subhedral) mosaic dolomites (df-5); fine
crystalline matrix dolomite usually develops as a fabric destroyer (Lonnee, 1999). At this stage, the
micritic matrix and fossil components in the mud-supported sediments are replaced. The fine
crystalline matrix dolomite was restricted to formation after the initial chemical compaction but
formed approximately simultaneously with the medium crystalline matrix dolomite. The mid-
crystalline matrix dolomite in the Kizil6ren Formation developed as fabric-destructive replaced
dolomite.

Polymodal planar-e-s (euhedral-subhedral) mosaic dolomites (df-6); are formed by mimetic
and non-mimetic replacement of fossils and unimodal matrix (Sibley and Gregg, 1987). If the
dolomitization solution is slightly less supersaturated with respect to dolomite, the matrix may
become dolomitized but the fossils may remain undolomitized (Sibley and Gregg, 1987). The
fossils remain undolomitized because at less saturation very few dolomite cores are formed on very
coarse calcite. If these fossils remain as calcite, the resulting rock will be in the form of unimodal,
planar-s dolomite with unreplaced allochemes (Sibley and Gregg, 1987). If allochemes are resistant
to dolomitization, they then dolomitize above the critical temperature or critical saturation, and the
resulting texture may be polymodal with non-planar dolomite, non-mimetic replacement
allochemes, and planar-s matrix (Sibley and Gregg, 1987). Another possibility is that non-replaced
fossils will dissolve leaving patterns either during or after dolomitization (Sibley and Gregg, 1987).
If the non-dolomitized matrix and allochemes dissolve, the resulting dolomite will be unimodal,
planar-e dolomite. This form of dolomite is commonly referred to as sugary. It may develop
similarly to the situation described by Sibley and Gregg (1987), but the dolomite may continue to
evolve until the void is completely filled, resulting in unimodal, planar-s dolomite (Sibley and
Gregg, 1987; Ramadan, 2014). We can say that the Kizil6ren Formation was formed by the mimetic
replacement of the original limestones in the polymodal planar-e-s (euhedral-subhedral) mosaic
dolomites (df-6).

Coarse—very large anhedral cement dolomites (df-7) are generally referred to as saddle
dolomite (Radke and Mathis, 1980). Almost all of these dolomites have been interpreted as formed
by brines at elevated temperatures (60—150°C; Radke and Mathis, 1980) and high salinity (Amthor
and Friedman, 1991). Saddle dolomites, for which conclusive evidence has not been provided so
far, may form in hyposaline water, or at lower temperatures than seawater (Radke and Mathis, 1980;
Machel, 1987). In this lack of evidence, anhedral cement dolomite has also been interpreted as
being formed at higher salinities than seawater and elevated temperatures from brine (Amthor and
Friedman, 1991). It is thought that the saddle dolomites observed in the Kiziléren Formation
dolomites are formed from basinal saline waters at elevated temperatures with medium-deep burial.

Microbrecciated dolomites (df-8); the time of formation of fractures and cracks reflect the
state of the rock or sediment while providing evidence of local or regional tectonic events (Boillot
et al., 1988). They are helpful in determining relative chronology and can sometimes determine the
time, and they may also be important in restoring porosity (Boillot et al., 1988). Fractures and
fissures are therefore of great importance in a diagenetic study. The chronological order establishes
the relation of the original rock to the petrification state and its relation to the stylolitization. The
crack line is used to distinguish two types of cracks: (1) zig-zag cracks with jagged or irregular edges
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without specific geometries, (2) roughly linear cracks with zig-zag, smooth, or irregular (on close
examination) edges (Boillot et al., 1988). We think that the Kiziléren Formation developed as
brecciated dolomites within the local and/or regional tectonic fractures in the microbrecciated
dolomites (df-8).

The beginning of the stylolitization in the limestones is about 500 m (Dunnington, 1967;
Lind, 1993; Duggan 2004). Horizontal stylolites with amplitudes of 10 cm or greater are found,
although they are less than 1 cm in most lithofacies. It suggests that the larger amplitude stylolites
cut the smaller amplitude stylolites, suggesting that the stylolization in a given lithology occurred
during the progressive middle and deep burial (Duggan, 2004). Since the amplitudes of the stylolites
observed in the Kiziléren Formation dolomites are <1 cm, they suggest shallow-medium burial.
The dark coloration observed at the borders of the stylolites was thought to be probably of organic
origin.

The characteristics of the Kiziléren Formation dolostones suggest formation at low
temperatures in the shallow-buried (in-tidal-subtidal) mixed water area in a shallow marine
carbonate environment in the early diagenesis, and at high temperatures from altered seawater in
the mid-deep burial area in the late diagenesis. Dedolomitization occurred by meteoric water
affection in the Kiziléren Formation.
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Introduction

The aim of the study is to study the geochemical properties of the Saytepe Formation (Upper
Cretaceous) carbonates around Hadim (Konya, Ttrkiye) located in the Central Taurus Mountains.
In this context, major, trace, and rare earth element analyzes were made from the Saytepe
Formation carbonate samples, in which environment this formation was deposited, how it was
altered in its diagenetic history, it was determined how the climate was during the deposition
process, whether there was terrigenous material input to the basin during the deposition of
carbonates, and which rocks were the origin of detrital.

Previous studies have shown that the distribution and amounts of some major and trace
elements in fine-grained rocks can be used to determine paleoclimatic conditions (Cao et al., 2012;
Wang et al., 2017; Ding et al., 2018). It has been stated by many researchers (Cao et al., 2012; Wang
et al., 2017; Ding et al., 2018) that elements such as Fe, Mn, V, Cr, Co, and Ni show relative
enrichment in humid climatic conditions. Ding et al. (2018) emphasized as a result of the increase
in alkalinity of water due to evaporation in arid climate conditions, the storage of salty minerals
increases, and elements such as Ca, Mg, Na, K, Ba, and Sr are concentrated.

The geochemical properties of the Saytepe Formation carbonates were tried to be revealed
by making main, trace and rare earth element analyses of the samples taken at appropriate intervals
along the lines of two measured stratigraphic sections (Biiyiikkaratepe OSK and Dedetepe OSK)
selected around Bagbasi-Hadim (Konya). In this framework, the determination of the
environmental conditions (oxic to anoxic) in which the Saytepe Formation carbonates were
deposited, whether there were continental detritus (stream and/or wind blow) development into
the basin during the deposition, whether there were hydrothermal entrances to the basin, whether
the original characteristics of the carbonate phase were preserved if there are terrestrial inputs,
studies have been carried out to determine their source rock (felsic, mafic or mixed) types, to
determine to what extent the limestones have been affected in the diagenetic process, whether they
have undergone metamorphism and paleoclimatic conditions.

1 Dog. Dr. Konya Teknik Universitesir
2 Jeoloji Miih. Konya Teknik Universitesi,
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Results

Major Element Geochemistry

The lithogeochemical results of Saytepe carbonates are given in Tables 1, 2, and 3. In some
of the carbonate samples, the measurable element values that are very low or below the limit values
may be due to the adsorbing of these elements to the clay minerals. Elements below the limit value
were evaluated by taking the limit values in this study.

The Saytepe carbonate samples present, %0.10-1.03 SiO,, %0.01-0.45 ALOs3, %00.04-0.48
Fe;Os, 9%00.01-0.12 K20, %0.01-0.02 TiO,, %0.01-0.02 P,Os, %0.01 MnO, %0.01-0.03 Na,O,
%34.53-55.76 CaO ve %0.34-18.09 MgO (Table 1).

In the Saytepe samples, there is a strong positive correlation between SiO» and ALO3, Fe;Os,
Na,O, KO, TiO,, moderate negative correlation with CaO, moderate positive correlation with
MgO, no correlation with P,Os and MnO (Table 4).

Table 1. Major element (%) concentrations of the Saytepe Formation carbonates

Sample SiO2 ALO5 Fe20; MgO CaO NaO KO TiO2 P05 MnO Cr203 LOI SUM

B-80 0.16 0.02 0.06 0.71 55.02 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 44.0 99.69
B-68 0.22 0.04 0.11 1.46 53.74 <0.01 <0.01 <0.01 0.01 <0.01 0.002 44.3 99.96
B-55% 0.20 0.04 0.13 18.09 34.53 0.02 <0.01 <0.01 <0.01 <0.01 <0.002 46.7 99.95
B-49 0.32 0.15 0.04 0.55 54.80 <0.01 0.05 0.01 0.02 <0.01 0.002 44.0 99.96
B-43 0.40 0.19 0.08 0.61 54.48 <0.01 0.06 0.01 0.02 <0.01 0.002 441 99.95
B-30 0.16 <0.01 0.05 0.39 55.25 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 441 99.94
B-19 0.10 <0.01 0.04 0.34 55.76 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 437 99.96
B-15 0.20 <0.01 0.04 0.37 55.50 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.8 99.94
B-10 0.16 <0.01 0.07 0.41 55.34 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 44.0 99.67
B-6 0.19 0.03 0.11 0.56 55.06 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 44.0 99.92
B-1* 1.03 0.45 0.48 16.39 34.92 0.03 0.12 0.02 <0.01 <0.01 <0.002 46.3 99.95
*dolostone

Table 2. Trace element (ppm) concentrations of the Saytepe Formation carbonates

Sample Ba Rb Sr Zr U \4 Th Mo Cu Ni Pb Zn Sc  Co Cs
B-80 1 <0.1 263.3 5.6 1.5 <8 <0.2 <0.1 1.5 3.9 2.5 3 <1 <0.2 <0.1
B-68 16 0.3 357.0 4.8 2.4 20 <0.2 0.1 1.7 4.7 2.5 3 <1 0.2 <0.1
B-55% 7 <0.1 178.7 6.0 2.2 16 <0.2 0.2 2.4 4.4 2.3 12 <1 0.4 <0.1
B-49 10 1.4 311.2 8.4 0.3 <8 <0.2 <0.1 1.2 3.2 1.4 5 <1 <0.2 <0.1
B-43 5 1.9 240.2 6.2 0.6 <8 0.2 <0.1 1.5 4.1 1.6 4 <1 <0.2 <0.1
B-30 4 <0.1 307.5 5.2 1.1 8 <0.2 <0.1 1.4 3.6 2.0 4 <1 <0.2 <0.1
B-19 5 <0.1 320.7 3.9 0.5 <8 <0.2 <0.1 0.9 3.3 2.9 3 <1 <0.2 <0.1
B-15 6 <0.1 268.3 6.6 0.6 <8 <0.2 <0.1 1.3 3.1 2.0 3 <1 <0.2 <0.1
B-10 7 <0.1 367.8 3.5 0.6 <8 <0.2 <0.1 1.0 2.7 2.3 4 <1 <0.2 <0.1
B-6 9 0.2 211.6 4.2 0.9 <8 <0.2 0.2 1.5 2.7 10.6 11 <1 <0.2 <0.1
B-1* 7 4.2 142.7 5.4 3.4 24 0.4 9.2 3.9 9.1 12.5 21 <1 0.6 0.1
Table 2. Continued
Sample Ga Be Hf Nb Ta Sn Hg As Tl Se Bi Sb Cd
B-80 <0.5 <1 0.1 <0.1 <0.1 <1 0.10 2.1 <0.1 <0.5 <0.1 0.1 0.3
B-68 <0.5 <1 0.1 <0.1 <0.1 <1 0.05 1.9 <0.1 <0.5 <0.1 0.3 0.4
B-55% <0.5 <1 0.2 <0.1 <0.1 <1 0.06 2.6 <0.1 <0.5 <0.1 0.6 0.4
B-49 <0.5 <1 0.1 <0.1 <0.1 <1 0.05 1.9 <0.1 <0.5 <0.1 0.2 0.8
B-43 <0.5 <1 0.2 0.1 <0.1 <1 0.04 1.5 <0.1 <0.5 <0.1 0.1 0.4
B-30 <0.5 <1 <0.1 <0.1 <0.1 <1 0.08 2.5 <0.1 <0.5 <0.1 0.2 0.3
B-19 <0.5 <1 <0.1 <0.1 <0.1 <1 0.03 1.9 <0.1 <0.5 <0.1 0.5 0.3
B-15 <0.5 <1 0.2 <0.1 <0.1 <1 0.02 1.3 <0.1 <0.5 <0.1 0.4 0.3
B-10 <0.5 <1 <0.1 <0.1 <0.1 <1 0.09 1.3 <0.1 <0.5 <0.1 0.4 0.2
B-6 <0.5 <1 <0.1 0.2 <0.1 <1 0.29 3.0 <0.1 <0.5 <0.1 1.2 0.7
B-1* <0.5 <1 0.1 0.3 <0.1 <1 2.62 9.3 <0.1 <0.5 <0.1 3.3 0.2
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Table 3. Rare earth element (ppm) concentrations of the Saytepe Formation carbonates

Sample La Ce Pr Nd Sm Eu Gd Tb Dy Y Ho Er Tm Yb Lu TREE
B-80 <01 02 <002 <03 <005 <0.02 <005 <001 <005 02 <002 <003 <001 <005 <001 0.92
B-68 0.6 0.6 0.05 0.5 0.09 <0.02 0.10 0.01 0.10 1.7 0.02 0.08 <0.01 <005 <0.01 2.24
B-55% 0.1 02 <002 <03 <005 <002 <005 <001 <005 03 <002 <003 <001 <005 <0.01 0.92
B-49 0.3 0.9 0.07 0.4 <0.05  <0.02 0.07 <0.01 0.06 04  <0.02 0.04 <0.01 <005 <0.01 201
B-43 0.6 1.1 0.10 0.6 0.10 <0.02  <0.05  <0.01 0.08 0.6 <0.02 0.05 <0.01 <005 <0.01 2.80
B-30 0.2 02 <002 <03 <005 <002 <005 <0.01 <005 07 <0.02 0.03 <0.01 <005 <0.01 1.02
B-19 0.2 02 <002 <03 <005 <002 <005 <0.01 0.06 05 <002 <0.03 <001 <005 <001 1.03
B-15 0.1 03 <002 <03 <005 <002 <005 <0.01 <005 0.6 <0.02 0.04 <0.01 <005 <0.01 101
B-10 0.3 0.2 0.05 <03 <0.05 <002 <0.05 <0.01 0.06 0.8  <0.02 0.03 <0.01 <005 <0.01 116
B-6 0.4 0.5 0.02 0.3 <0.05 0.04 0.08 <0.01 0.09 1.1 <0.02 0.08 <0.01  <0.05 0.02 1.67
B-1* 0.9 1.9 0.18 0.8 0.14 <0.02 0.14 0.01 0.08 09  <0.02 0.07 <0.01 0.06 <0.01 4.34

Table 4. Major element (%) correlation of the Saytepe Formation carbonates

SiO2 ALOs Fe:0;3 MgO CaO NaO K0 TiO: P,0s MnO TREE LOI

Si0; 1

ALO; 0.98 1

Fe20; 0.93 0.86 1

MgO 0.59 0,54 0.73 1

CaO £0.63 0,58 0.9 1

N0 (85 0% 9§ 02 2 1

K0 0.96 0.99 0.81 0.47 0,517 0.72 1

TiO: 0.95 0.89 0.97 0.63 £0.66 0.89 0.86 1

P.0s 0.14 0.30 0.19 0.22 0.20 0.21 037 015 1

MnO . .C c .c .c .c .c .c .c .C

TREE 0.92 0.94 0.81 0.38 -0.43 0.63 0.92 0.81 0.31 c 1
LOI 0.57 0.53 0.71 0.99 L0.99 0.89 0.46 0.60 0.19 < 0.39 1

Trace Element Geochemistry

Trace element analysis results of the Saytepe Formation samples: Sr 143-368 ppm, Rb 0.1-
4.2 ppm, Ba 4-16 ppm, Zr 3.5-8.4 ppm, U 0.3-3.4 ppm, V 8-24 ppm, Mo 0.1-9.2 ppm, Ni 2.7-9.1
ppm, Co 0.2-0.6 ppm, Th 0.2-0.4 ppm, Zn 3-21 ppm, Pb 1.4-12.5 ppm, Cu 0.9-3.9 ppm, Hf 0.1-
0.2 ppm, Nb 0.1-0.3 ppm, Cs 0.1 ppm and Ga 0.5 ppm (Table 2).

In the Saytepe carbonate samples, strong positive correlation between Rb and KO (R=0.99),
SiO0, (R=0.97), ALO; (R=0.99), Fe,Os (R=0.84), TiO, (R=0.88), Na,O and Rb (R=0.74), strong
positive correlation between Rb and Th (R=0.88), Mo (R=0.87), Ni (R=0.84), Hg (R=0.86), As
(R=0.82), Rb a moderate positive correlation was observed between Na,O (R=0.74), Cu (R=0.706),
Zn (R=0.70), Co (R=0.74), Nb (R=0.75) (Table 5). Moderate positive correlation between Sr and
CaO (R=0.74), SiO; (-0.61), Fe;O3 (R=-0.66), MgO (R=-0.73), Na,O (R=-0.74), Cu (R=-0.77)
moderate negative correlation between Pb (R=-0.64), Co (R=-0.74), Nb (R=-0.67), Hg (R=-0.61),
As (R=-0.67), Sr and Zn (R=-0.82), a strong negative correlation is observed. Ba and Zr elements
do not show strong or moderate correlations with any major or trace element (Table 5).
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Table 5. Major (o) and trace element (ppm) correlation of the Saytepe Formation carbonates
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In the Saytepe Formation samples, strong positive correlation between rare earth elements
La and SiO, (R=0.81), ALO; (R=0.81), moderate positive correlation between Fe,O; (R=0.75),
KO (R=0.78), TiO, (R=0.71) is observed. Strong positive correlation between La and Ce
(R=0.88), Pr (R=0.87), Nd (R=0.92), Sm (R=0.93), Gd (R=0.84), La and Dy (R=0.79), a moderate
positive correlation was observed between Er (R=0.75), Yb (R=0.71) (Table 6). Strong positive
correlation between Ce and SiO, (R=0.95), ALOs (R=0.97), Fe.O5; (R=0.80), KO (R=0.97), TiO:
(R=0.81), La (R=0.88) moderate positive correlation between Na,O (R=0.65), Gd (R=0.79), strong
positive correlation was observed between Ce and Pr (R=0.96), Nd (R=0.95), Sm (R=0.89), Yb
(R=0.81) (Table 6). No strong or moderate correlation was observed between Eu and any major
and trace element (Table 06).
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Table 6. Major (o) and rare earth element (ppm) correlation of the Saytepe Formation carbonates
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Some elemental ratios such as Mo/U, V/Cr, Ni/Co, U/Th, and V/(V+Ni) are used to reveal
redox conditions (Hatch and Leventhal, 1992; Jones and Manning, 1994) (Table 7). Mo/U, V/Crt,
Ni/Co, U/Th, and V/(V+Ni) ratios of the Saytepe Formation samples vary between 0.04-2.71,
0.58-1.75, 11-23.5, 1.5-12, and 0.66-0.81, respectively. (Table 8; Figure 1).

Table 7. Some elemental concentrations used to evaluate paleoredox: conditions

Element ratio Oxic Dysoxic Anoxic Euxinic Writers
Ni/Co <5 5-7 >7
V/Ct <2 2-4.5 >4.5 Jones & Manning (1994)
U/Th <0.75 0.75-1.25 >1.25
V/(V+Ni) <0.46 0.46-0.60 0.54-0.82 >0.84 Hatch & Leventhal (1992)
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Table 8. Redox susceptibility trace element concentrations and geochemical ratios of the Saytepe Formation

carbonate samples (* dolostone)

Sampl Mo/ V/C Ni/C U/T V/(V+Ni Mn/S K/R  Si/Al AT Ce/Ce Eu/Eu  Pt/Pr La/La  (La/Sm)  (Dy/Sm)
e U r o h ) r b i * * * * N N
B-80 0,07 0,58 195 7,5 0,67 0,29 0,083 7,047 1,77 0,70 1,88 0,399 0,24 0,29 1,18
B-68 0,04 1,46 235 12 0,81 0,22 0,028 4849 353 0,705 0,98 0,508 125 0,97 132
B-55* 0,09 1,17 11 11 0,78 0,43 0,083 4405 353 1,03 1,88 0,399 0,24 0,29 1,19
B-49 0,33 0,58 16 15 0,71 0,25 0,029 15883 1323 0,96 1,54 0,686 42,74 0,87 142
B-43 0,16 0,58 20,5 3 0,66 0,32 0,026 1859 16,75 1,02 1,29 0,678 11,04 0,87 0,95
B-30 0,09 0,58 18 55 0,69 0,25 0,083 1409 088 0,67 1,88 0,399 20,48 0,58 1,19
4
B-19 02 0,58 16,5 25 0,71 0,24 0,083 8811 0,88 0,67 1,88 0,398 048 0,58 142
B-15 0,16 0,58 155 3 0,72 0,29 0083 17,62 088 1,54 1,88 0,359 0,24 0,29 1,19
2
B-10 0,16 0,58 13,5 3 0,75 0,21 0,083 1409 0,88 0,37 1,88 0,997 11,04 0,87 1,42
4
B-6 0,22 0,58 135 45 0,75 0,57 0,041 5585 265 0,99 2,83 0,299 0,96 1,16 2,13
B-1* 2,71 1,75 152 8,5 0,73 0,54 0,024 2021 1984 1,09 0,67 0,859 1,69 0,93 0,68
Table 8. Continned
Sample  ALO; Y/Ho Er/Nd (Nd/Yb)n Eu/ Rb/St St/  St/Rb  Ga/Rb St/ Th/ La/ Mg/  Fe/ X/ Th/U
/TiO; Sm Ba Cu Co Sc Ca Al Na
B-80 2 10 0,10 0,50 0,4 0,0004 239 2633 5 175 1 0,1 0011 3962 1,119 0,133
B-68 4 85 0,16 0,83 022 00008 223 1190 17 210 1 0,6 0023 3627 1119 0083
B-55% 4 15 0,10 0,50 0,4 0,0006 255 1787 5 74 0,5 0,1 0,442 4288 0559 0,091
B-49 15 20 0,10 0,66 0,4 00045 31,1 2223 0,4 259 1 0,3 0,008 0353 5594 0,667
B-43 19 30 0,08 0,99 02 00079 480 1264 03 160 1 0,6 0009 055 6713 0333
B-30 1 35 0,10 0,50 0,4 0,0003 769 3075 5 220 1 0.2 0006 6604 1,119 0,182
B-19 1 25 0,10 0,50 0,4 0,0003 641 3207 5 356 1 0.2 0,005 5285 1,119 0400
B-15 1 30 0,13 0,50 0,4 0,0004 447 2683 5 206 1 0,1 0,006 5285 1,119 0333
B-10 1 40 0,10 0,50 0,4 0,0003 525 3678 5 368 1 0,3 0,006 9245 1,119 0333
B-6 3 55 0,27 0,50 0,8 0,000 235 1058 25 141 1 0,4 0,008 483 1,119 0222
B-1* 225 45 0,08 1,11 0,14 00294 204 340 0,1 36 0,7 0,9 0396 1410 4476 0,118
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Figure 1. a) The Saytepe Formation samples fall into the suboxic-anoxcic area in the V') Cr—Ni/ Co diagram, b)
The Saytepe Formation samples fall into the anoxic area in the 17/ (V'+Ni=Ni/ Co diagram, ¢) Mo—Ni/ Co In
the diagram, the Saytepe Formation samples fall into the suboxic-anoxic area.

The total rare earth element values of the Saytepe carbonate samples are 0.92-4.34 ppm

(average 1.74 ppm), which is very low compared to present-day marine sediments and Post-
Archaean Average Australian Shale (PAAS). The values of the Saytepe carbonate samples
normalized to Post-Archaean Australian Shale (McLennan, 1989) show depletion and moderate
positive Y anomaly in all samples (Graph 1).
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Graph 1. Shale normalized (PAAS) REE+Y diagram of the Saytepe carbonate samples. The blue area denotes
present-day seawater

In addition, the REE+Y values of the Saytepe carbonate samples normalized to Post-
Archaean Australian Shale show that a small number of samples exhibit current seawater
characteristics, most of them exhibit higher values than current seawater by light rare earth
elements and a few samples show lower values than current seawater (Graph 1). Again, we can say
in Graph 1 that Saytepe carbonate samples were not exposed to any hydrothermal fluid effects and
present moderately negative Ce, positive Eu anomaly, and positive Y anomaly.

Discussion

Evaluation of Sample Conservation
During the diagenesis process, some elements show enrichment and some elements show

depletion, so it becomes necessary to determine the degree of change in our samples. Some tests
are used to determine the degree of this change.
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The textural change in carbonate rocks is mostly in the form of the transformation of
unstable minerals into stable minerals (Brand and Veizer, 1980; Wang et al., 2017). Micritic and/or
sparitic calcite minerals can transform into neomorphic coarse sparicalcite as a result of diagenetic
alteration. Although the Saytepe carbonate samples were deposited as micritic mudstone, they were
neomorphized into microsparitic and sparitic limestones during the diagenetic change process, but
it was observed that the primary texture was preserved in most samples.

Some elemental ions (such as Sr, Mg, Fe and Mn) can be incorporated into calcite mineral
lattices. Meteotic waters contain low St™* but high Fe™* and Mn™ elements (Brand and Veizer,
1980; Wang et al., 2017). Therefore, in the diagenetic alteration process, an increase in Fe™ and
Mn™ content, a decrease in St** content, while a decrease or increase may be observed in Mg*?
depending on the nature of the primary carbonate mineral (Brand and Veizer, 1980; Wang et al.,
2017). From this, we can say that the changes of trace elements are important markers and they
can reflect the degree of diagenetic alteration (Wang et al., 2017) that took place after deposition.

Again, Wang et al. (2017) stated that Sr and Mn are important elements of diagenetic
alteration. While meteoric diagenesis can remove Str*? from the carbonate mineral structure, it can
ensure the incorporation of Mn™ into the carbonate mineral structure (Brand and Veizer, 1980,
Gilleaudeau and Kah, 2013; Wang et al., 2017). Therefore, we can state that Mn/Sr values are very
useful indicators in determining the diagenetic alteration of carbonate rocks due to the
contradictory properties of Sr and Mn elements.

If the Mn/Sr values are less than 3, it is stated by some researchers that the primary
deposition feature of the rock is preserved, if it is between 3-10, it has undergone low diagenetic
alteration, and if it is >10, it indicates severe alteration (Kaufman and Knoll,1995; Wang et al.,
2017). Mn/St values of the Saytepe carbonate samples are between 0.21 and 0.54, and we can say
that they preserve their primary deposition characteristics. Although it is known that hydrothermal
effects show positive Eu and high Ba values, positive Eu (Graph 1) and low Ba values (Table 2)
are observed in the Saytepe carbonate samples, and we can state that positive Eu values are caused
by terrigenous feldspars rather than hydrothermal effect. Because no hydrothermal effect is
observed in our samples in Graph 1.

The K/Rb wvalues were high (=500) in highly metamorphosed rocks, 230 in
unmetamorphized igneous rocks (except oceanic tholeiites) and 200 in shales, Rudnick et al. (1985)
and Bauernhofer et al. (2009) emphasized. Since the K/Rb values of the Saytepe samples vary
between 0.024 and 0.083 (Table 8), we can state that they did not undergo metamorphism.

The Str/Ca versus Na diagram of the Saytepe carbonate samples also shows some diagenetic
alteration in the Saytepe Formation samples (Figure 2).

87



Ozkan, Ali Miijdat & Kirkan, Gétkem; Geochemical Properties Of The Saytepe Formation (Upper
Cretaceous) Carbonates Around Hadim And North (Konya, Turkiyr)

10
Unaltered
S35
= (‘3’@
& o
<
< i
= 1 i
75}
O

g Altered ® [5)
=
—_

0.1 T T

1 10 Na (ppm) 100 1000

Figure 2. Sr/ Ca vs. Na diagram of the Saytepe carbonate samples

Major and Trace Element Evaluation of the Saytepe Formation Carbonates

It has been emphasized by many researchers such as Garrels and Mackenzie (1971), Nesbitt
ve ark. (1980), Taylor ve McLennan (1985), and Wronkiewicz ve Condie (1990) that the behavior
of trace elements is complex depending on processes such as weathering, physical sorting,
adsorption, provenance, diagenesis, and metamorphism.

It is known that the major and trace elements contained in the limestones are greatly affected
by the terrigenous contribution (Kuchenbecker et al., 2016). It is observed that the terrigenous
contribution of Si, K, Al, Ti, Rb, St, Ba, Nb, Ta, Th, U, and REEs in the Saytepe samples is
generally low (Tables 1, 2, and 3; Figure 3). Again, the distribution of the Saytepe carbonate samples
in the Si versus Zr diagram shows that Si is entire of terrestrial origin rather than biogenic (Figure

4),

Calcium is predominantly biogenic and strongly negatively correlated with almost all other
major and trace elements (Zhang et al., 2017), it functions as a diluent of other components. This
situation is clearly observed in the form of carbonate tendency in the SiO»-Al,O5-CaO diagram of
the Saytepe samples (Figure 3). While ALOs values did not show any correlation with MnO and
P»O:s in the Saytepe limestone samples, they were strongly positive correlation with SO, (R=0.98),
Fe,Os (R=0.806), Na,O (R=0.78), K,O (R=0.99), TiO, (R=0.97)(Table 4) indicates that Si, Fe, Na,
K, Ti are mostly provided by clay minerals.
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Figure 4. In the $i0; vs. Zr diagram, the silica in the Saytepe carbonates has a terrestrial tendency and is not of
biogenic origin

Kuchenbecker et al. (2016) stated that Rb/Sr ratios reflect the relative abundance of
terrigenous content and carbonate fraction. The Rb/Sr values of the Saytepe Formation samples
are 0.0003-0.030 (mean 0.0042) (Table 5), indicating that some Sr loss has occurred as a result of
diagenetic alteration. Because Kuchenbecker et al. (20106) are slightly higher than the expected
0.0008 Rb/Sr value in carbonate rocks.

It is emphasized that Th/U values are very useful indicators in determining the provenance
of contamination in chemical sedimentary rocks. Chemically formed sedimentary rocks can contain
debris such as volcanic ash, detrital material, and phosphate (Thurston et al., 2011).

Thurston et al. (2011) emphasized that the ratio of phosphate pollution in chemical rocks

occurs when having a Th/U>5 value, while other contaminations are represented by Th/U values
between 3-5 (Condie, 1993; Thurston et al., 2011). Since the Th/U values obsetrved in the Saytepe
samples vary between 0.08 and 0.67, it indicates the absence of phosphate contamination.
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Zhang et al. (2017) stated that using the Rb-Sr-Ba triangle diagram, it is possible to distinguish
between freshwater limestones, shallow marine limestones, and open ocean limestones. When the
Rb-Sr-Ba triangle diagram is used for the Saytepe samples, the samples show the offshore
environment (Figure 5). Again, Zhang et al. (2017), the graph of St/Ba versus St/Rb can be used
to distinguish between limestones deposited in fresh water and limestones deposited in shallow
marine environments. When we reduced the Saytepe samples to the St/Ba versus St/Rb plot, all
of the samples indicated deposition in the shallow marine (continental margin) environment

(Figure 0).

Rb

OPEN OCEAN
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Figure 5. Rb-Sr-Ba triangular diagram of the Saytepe carbonate samples. Diagram showing varions limestone
depositional environments (from ZLhang et al., 2017)
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Figure 6. Sr/ Ba versus Sr/ Rb diagram of the Saytepe carbonates
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Roy and Roser (2013), Yandoka et al. (2015), Xie et al. (2018), and Ding et al. (2018) stated
that St/Cu and Ga/Rb values can also be used to determine the paleoclimate. Ga is mostly entiched
in clay minerals (especially kaolinite) and indicates a warm-humid climate (Ding et al., 2018). Ding
et al. (2018) emphasized that the Rb element is closely related to the illite mineral and reflects the
cold and dry climate. The very low Ga/Rb values in the sediments indicate that the climate is cold
and dry. Generally, in warm and humid climatic conditions, fine-grained sediments exhibit low
St/Cu values and high Ga/Rb values (Ding et al., 2018). Ding et al. (2018) emphasized that St/Cu
values between 1.3-5 indicate 2 warm humid environment, while values above 5 indicate hot-arid
climate conditions.

Figure 7 shows the Ga/Rb vs. St/Cu graph of the Saytepe samples, with Ga/Rb 0.11-5
(mean 3.17), St/Cu 36-368 (average 200) values. Therefore, St/Cu values of the Saytepe samples
indicate warm-arid climatic conditions.
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Figure 7. Ga/ Rb versus Sr/ Cu diagram of the Saytepe carbonate samples. Diagram shows paleoclimatic
conditions (diagram from Ding et al., 2018)

The presence of rare earth elements in carbonates can be affected by many factors. (1) The
introduction of terrigenous detrital into the basin (Piper, 1974; McLennan, 1989), (2) the biogenic
deposition from the water column in the basin (Murphy and Dymond, 1984), and (3) the interaction
process related to the depth, salinity, and oxygen content of the water in the basin ( Elderfield,
1988; Piepgras and Jacobsen, 1992; Bertram and Elderfield, 1993; Greaves etal., 1999), (4) eutigenic
removal of rare earth elements from the water column in the basin and due to early diagenesis
(Sholkovitz, 1988).
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Seawater contributes very little REE to chemical sediments, but sediments that do not have
marine water characteristics can have very high REE concentrations due to contamination by non-
carbonate materials (Nothdurft et al., 2004) such as silicates, Fe-Mn oxides, phosphates and sulfides
during the chemical filtration process (Zhao et al., 2009).

Positive correlation with total rare earth elements SiO,, ALOs;, TiO,, and Fe,O; (R=0.62,
R=0.48, R=0.67, R=0.45, respectively) in terrestrial and shallow marine limestones indicates that
REE is under the influence of siliciclastic input (Zhang et al. et al., 2017). The strong positive
correlation between TREE of the Saytepe samples and SiO, (R=0.92), ALO; (R=0.94), TiO;
(R=0.81), FexO; (R=0.81) (Table 6) also highlights the effect of siliciclastic input on REE.

Zhang et al. (2017) stated that the size of the Ce anomaly of the limestones increased
significantly from spreading ridges to continental coastal seas. In the graph of Ce/Ce* versus ALLO;3
and Fe;O; (Figure 8) the Saytepe Formation samples mostly point to the terrestrial margin and
partly to the open sea environment. However, in Figure 8a, two samples fall into the terrestrial
environment, possibly indicating an intertidal or supratidal environment.
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Figure 8. Ce/ Ce* versus ALOs and Fe;O5 diagram of the Saytepe carbonate samples. Limestones deposited in
various storage environments (Laylor and Mcl ennan, 1985)
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Murray et al. (1990, 1991) stated that Ce anomaly depends on the deposition environment,
high Ce values indicate oxic conditions, while low Ce values indicate anoxic conditions. During the
transgression process, the bottom waters become anoxic and the whole rock Ce anomaly becomes
negative (Wilde et al., 1996). In the regression process, any fixed point in the base becomes shallow;
therefore, the bottom waters will be oxic and the whole rock Ce anomaly will be positive.

Since the characteristics of the Saytepe Formation sediments occur in a transgressive shallow
marine (carbonate-dominated shelf) depositional environment, Wilde et al. (1996) suggest the
applicability of the model proposed in this study. From this, we can say that the Ce values contained
by the Saytepe carbonate samples are negative values (Graph 1), indicating transgressive and anoxic
carbonate deposition. In the Ce/Ce* vs. Nd graph in Figutre 9, all of the Saytepe samples fall into
the anoxic area, and in the Ce/Ce* vs. Lax/Smy diagram in Figure 10, all the samples fall into the
anoxic area, supporting the above interpretation. In addition, the fall of the Saytepe carbonate
samples into the anoxic area in the Pr/Pr* versus Y/Ho diagram in Figure 11 also indicates the

dominance of anoxic conditions during the deposition process.
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Figure 9. Ce/ Ce* vs. Nd diagram of the Saytepe carbonates
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Figure 10. Ce/ Ce* versus (La/ Sm)x diagram of the Saytepe carbonates
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Figure 11. Pr/ Pr* vs. Y/ Ho diagram of the Saytepe carbonate samples

Ali and Wagreich (2017) stated in their study that limestone Ce anomalies are close to 1 and
differ from seawater (0.1-0.4) values. They stated that (1) the presence of small amounts of clay
(from detrital input) minerals in pure and impure samples, (2) may have resulted from the increase
in LREEs due to the degradation of Ce-containing organic matter a few cm deep in the sediment
column below the seafloor. Ce anomaly values in the Saytepe carbonate samples vary between 0.37-
1.54 (mean 0.88) (Table 8) and are higher than seawater values. We can say that the increase in Ce
anomaly in the Saytepe samples is due to the presence of clay minerals in the limestones and/or
the degradation of organic matter containing Ce in the seafloor sediments.

The redox potential of Eu/Eu* in aqueous solutions is highly dependent on temperature and
less on the variation of pressure, pH, and REE (Bau, 1996; Bau and Dulski, 1996), and positive Eu
anomalies may be associated with acidic, reducing hydrothermal fluids.

Eu/Eu* in the Saytepe carbonate samples vary between 0.67-2.83 (mean 1.69; Table 8), and
they show great differences. In addition, although these samples show positive Eu anomaly, we
cannot say that they indicate any hydrothermal fluid effect. Because positive Eu anomaly can be
caused not only by hydrothermal fluids but also by the input of detrital feldspars. In addition,
Graph 1 shows that Saytepe carbonate samples have not undergone hydrothermal alteration.
Observation of >1 Eu anomaly in all Saytepe carbonate samples (except for two samples) indicates
that this positivity originates from detrital feldspars. Positive Eu anomalies, which are not common
in seawater, are mostly (1) an increased influx of hydrothermal fluids into the ocean at mid-ocean
ridges (German et al., 1990); (2) a slight increase in the primary or detrital feldspar component
(Madhavaraju et al., 2010); (3) due to diagenetic alteration of limestones (Brand and Veizer, 1980).

In the Eu/Eu* vs. Ce/Ce* graph of the Saytepe carbonate samples (Figure 12), our samples
mostly show deposition in the marginal-offshore environment.

Bau (1996), and Bau and Dulski (1996) stated that the Y/Ho values (44-74) in seawater are
high, while a constant chondritic Y/Ho value of ~28 is observed in terrigenous detrital and
volcanic ash. The Y/Ho value is between 60-90 in open sea water and vaties depending on the
salinity (Lawrence et al., 2000). Recent seawater Y/Ho values ate significantly higher than stream
and estuary water (Nozaki et al., 1999; Lawrence et al., 2000).
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Figure 12. Positions of Saytepe carbonate samples in Ce/ Ce* vs. Eu/ Eu* diagram according to various storage
environments. The diagram is taken from Zhang et al. (2017)

The Y/Ho ratios of the Saytepe Formation samples (Table 8) have an average value of 35
(between 10-85), which is considerably lower than the open sea water value (60-90), and it is
observed that at some stages during the deposition of the carbonate, the freshwater suspension
load and/or the eolian states that the powders are mixed effectively (Kuchenbecker et al., 2016).
In addition, the low Y/Ho values of the Saytepe carbonate samples (10-85), Song et al. (2014)
maintained the seawater values at a low rate (only 1 sample). This situation is observed in the Y/Ho
versus TREE diagram in Figure 13, indicating predominantly terrestrial input for REE.

@
80
701
ol Rewoawe
@
o 50
1 @
-
40 @
O
10 . T T T 1
0 1 2 3 4 5
TREE (ppm)

Figure 13. The Saytepe carbonate samples in the Y/ Ho-TREE diagram indicate a high degree of siliciclastic
contamination

Y /Ho values in the Saytepe samples were found to be low at levels with siliciclastic addition
(in impure limestones) and higher at levels without siliciclastic additions (= 36 in relatively pure
limestones) (Figure 13).

Ali and Wagteich (2017) stated that in previous studies, they found that the Y/Ho values in
seawater were approximately two times higher than those of chondritic and shale values.
Researchers believe that this value is affected by redox conditions; they stated that due to the
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preferential adsorption of Ho to Y by Fe and Mn oxyhydroxide particles dissolved under anoxic
conditions, it decreased from 102 in oxic waters to 67 in anoxic waters (Bau et al., 1997). We can
say that during the deposition of the Saytepe carbonates, the oxic conditions on the shallow shelf
turned into anoxic conditions on the deep shelf (offshore) and the Y/Ho values may have
decreased from 102 to an average of 35 (between 10-85). This is also consistent with the fact that
Saytepe carbonate samples show the development under anoxic conditions in Figures 9, 10, and
11.

Possible Sources of Detritic Materials in the Saytepe Formation Carbonates

Major oxides in sediments can be attributed to their origin, but some trace elements,
including Na, K, Ca, Mg, and Fe, are not fully compatible with source rocks due to variable
weathering and diagenetic processes (McLennan, 1989; Xing et al., 2021). Stable elements such as
Ti, Si, Al, and Zr are relatively immobile during diagenetic processes and are often used as markers
to reflect terrigenous input (Hatch and Leventhal, 1992; Xing et al., 2021). For instance, in
sediments Ti is commonly found in the minerals ilmenite (FeTiOs) or rutile (TiO,), Si is most
commonly associated with siliciclastics, including quartz, feldspar, and clay minerals (Kidder and
Erwin, 2001; Xing et al., 2021), and in Al feldspars, clay minerals and other aluminum silicate
minerals (Rimmer, 2004; Xing et al., 2021).

The strong (R=0.98) positive relationship between SiO, and Al,Os in the Saytepe carbonate
samples indicates that feldspar and quartz are derived from terrestrial input from the same source

(Table 4).

ALOs/TiO; values are used to reveal the provenance of clastic rocks, and these values range
from 3-8 for mafic igneous rocks, 8-21 for intermediate rocks, and 21-70 for felsic igneous rocks
(Hayashi et al., 1997). The Al,Os/TiO; ratios of the Saytepe samples are 3-8 (3 samples), 9-19 (2
samples), and 22 (one sample) (Table 8), with 5 samples <3 and emphasizing the source rock
composition from mixed source rocks.

In addition, Al/Ti ratios are also used to determine whether the terrigenous input is of a
stream or eolian origin. The Al/Ti ratios of the Saytepe carbonate samples range from 1 to 20
(average 6) (Table 8), and the fact that they are lower than the upper crust average value (27),
indicates that terrigeneous input to the basin during the deposition process is via wind transport
rather than streams.

In addition, the source of terrigenous input in the Saytepe samples falls into the arid climate
zone (Figures 7 and 14), and the terrigenous material arriving in the basin during the deposition of
the Saytepe Formation shows a low level of input depending on the climate.
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Figure 14. The Saytepe Formation samples show the arid climate zone according to the C-value
[Z(Fe+Mn+Cr+Ni+17"+Co) / Z(Ca+Mg+Sr+Ba+K+Na)/
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Many authors (McLennan, 1989; McLennan and Taylor, 1991; MclLennan et al., 1980;
Wronkiewicz and Condie, 1990) have suggested Th and La elements as indicators of felsic origin,
Sc and Cr elements as indicators of mafic origin, and used to make a distinction between felsic and

mafic provenance.

In the La versus Th diagram (Figure 15a), the Saytepe carbonate samples fall into the mafic
source area. The TiO,/Zr ratio is another indicator of source rocks (Mclennan et al., 1993; Xing et
al., 2021), where TiO,/Zr ratios of mafic rocks atre higher than 200 and felsic rocks are lower than
55. Since the TiO,/Zr ratios of Saytepe carbonate samples are <<1, it indicates that the terrigenous
fragments were taken from the felsic source. In the TiO, vs. Zr diagram (Figure 15b), all of the
Saytepe Formation samples fall into the source area of felsic rocks. Therefore, the detrital that came
to the basin during the deposition of Saytepe carbonates was taken from mixed provenance.
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Figure 15. (a) Th versus La diagram for Saytepe carbonate samples, (b) TiO: versus Zr diagram

It was emphasized by Cullers (2002) that the provenance of detrital rocks can be determined
in the plot of Th/Co versus La/Sc. When the Saytepe carbonate samples ate reduced to the Th/Co
versus La/Sc plot, it indicates that the detrital input originates from felsic rocks (Figure 162).

The Na;O versus K,O separation diagram of the Saytepe Formation carbonates (Bhatia,
1983) indicates the high richness of quartz in the clastic inputs (Figure 16b). This situation is also
consistent with the quartz abundance observed in the petrographic examinations of our samples.
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Figure 16. (a) La/ Sc vs. Th/ Co diagram for the Saytepe carbonate samples (diagram taken from Cullers,
2002), b) Na;O vs. K>O diagram
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Bearing Capacity And Elastic Settlement Of Shallow Foundations

Mustafa AYTEKIN!

Introduction

There are many methods proposed to estimate the bearing capacity and elastic settlement of
shallow foundations. In author’s opinion, a reliable method of bearing capacity estimation among
all is the effective area method that is also known as Meyerhof’s theory. For the settlement
estimations, the Schmertmann Method is among others is the best estimation approaches.
However, application of these methods as they have proposed originally are a little bit time
consuming. In this chapter, you will find these methods are modified to overcome their shortages
since these methods are modified by the author to be able to apply in an easy way.

In this chapter, the author has concentrated on the bearing capacity of two-way eccentric
shallow foundations. In rectangular/square based and two-way loaded (two-way eccentric) shallow
foundations, four zones in which the resultant load might act are defined in the effective area
method. Three out of the four zones that are employed in the determination of the effective areas
overlap around kern. Only one zone that has a triangular-shaped effective area (called as case 1 in
the literature) out of the four zones has no overlap with the others. The resultant load will always
be out of the kern for case 1, and also it might be out of the kern for the remaining three cases.
Design of foundations is not acceptable in general if the resultant load acts out of the kern. In the
present study, the four cases are reconsidered. The zones on which the resultant load can be acting
for the four cases are modified because these zones are overlapped partly. The modification has
been made to have clear borders between the zones. On top of that, zone 4 is divided into two. A
new zone corresponding to the area of kern is defined as zone 5. The design will be accepted if the
resultant load acts within zone 5 (the kern). Also, the graphs in use to determine the dimensions of
the effective areas are eliminated since it is not precise. Formulae are derived to determine the
dimensions of the effective areas instead of using the graphs. Two new criteria are discovered and
proposed to check whether the resultant load acts outside, inside or on the bordetline of zone 5
(the kern).

One of the methods intensively employed in many practical projects to estimate the
immediate (elastic) settlement of shallow foundations is the Schmertmann-Hartman-Brown
method (1978). In the method, two approaches are given as a function of type of the shallow
foundation either a squate/circular (axisymmetric condition) or a strip (plain strain condition)
foundation. Thus, two sets of equations are provided to estimate the settlements for these types of
shallow foundations. If a shallow foundation has a shape of rectangular, some approximations are
suggested in the technical literature to estimate the elastic settlement of rectangular based shallow
foundations. These approximations are tedious and time consuming. In this study, the
Schmertmann — Hartman — Brown method (1978) is modified and only one set of equations used
for any type (square, circular, rectangular, and strip) of shallow foundations is introduced. The
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modified method estimates the immediate settlement as precise as the original form of the method
that is more complicated. Also, some hypothetical cases are considered to figure out the effect of
width and length/width ratios of foundations on elastic settlement.

Bearing Capacity

The bearing capacity estimation on the geotechnical design of two-way loaded (two-way
eccentric) foundations are as follows:

a. Determine the eccentricities of ep and er. seen in Fig.1 in both directions of B and L,
respectively.

L
Fig.1 Two-way loaded square/ rectangular foundation

b. Determine the dimensions of the kern as seen in Fig.2 and check the location of the
resultant load (QQ) whether it acts inside, outside or on the border line of the kern.

Fig.2 Dimensions of the kern

Use the criteria seen below to find out the location of the resultant load (Eq.1).

(v =1 o

If Eq. (1), which is actually the last two terms of second parenthesis of Eq.(2) has the value
equal to one, the minimum bearing pressure would be nil whereas if the value is more than one, it
would be a negative number, which means the minimum bearing is tension. In other words, if Eq.
(1) is satisfied, the minimum bearing pressure is either compression or nil. Otherwise, the minimum
bearing is a negative value that reflects a gap between the base of the foundation and underlying
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soil. Since no gap in the design is accepted under any foundation, there must be some solutions to
avoid this situation like increasing dimensions of foundation or reducing the eccentricities
physically.

c. Use the sign (+ or -) in Eq. (2) to calculate the maximum and minimum bearing pressures

at the base of foundation according to the position of the load (inside, or on the border line of the
kern).

o () (152 ) 0

where

Q: Load from superstructure

We: Weight of foundation

B and L: Width and length of foundation, respectively

Ubs : Pore water pressure at the base level of the foundation
ep and e;: eccentricities on B and L directions, respectively.

In the design, the maximum bearing pressure must be less than or equal to the allowable
bearing capacity of soil, and at the same time the minimum bearing pressure must be compression
or at least zero but not tension. Once, the maximum and minimum bearing pressures are estimated,
allowable bearing capacity of the foundation must be determined too.

The bearing capacity of foundation can be estimated by a number of methods. Terzaghi’s
bearing capacity equation (Terzaghi, 1943) is widely used to estimate ultimate bearing capacity of
foundations even it has many limitations in practical applications. In order to minimize these
limitations, many proposals have been made by researchers (Meyerhof, 1963; Prakash and Saran,
1971; Saran and Agarwal, 1993; Vesic, 1973; Sawwaf and Nazir, 2012; Krabbenhoft and others,
2012; Loukidis and others, 2008). One of these methods has been proposed by Meyerhof (1963)
and his proposed method is known as Meyerhof Bearing Capacity Equation, General Bearing Capacity
Eguation, or The Effective Area Method. Vesic, 1973 has also proposed an equation almost identical
with Meyerhof’s equation. Meyerhof’s general bearing capacity equation is seen below:

qu = ¢'NFesFeaFei + QNgFgsFqaFqi + 0.5YB'Ny F o FyaFy; 3

Then, the ultimate bearing load can be estimated as follows.

Quit = quA’ 4)

A procedure to determine the effective area (A’) and effective width (B’) that would be used
in the Meyerhof’s general bearing capacity equation was proposed by (Highter & Anders, 1985) in
addition to one proposed by Meyerhof (1963).

It is the common practice to employ the proposed effective area determination on the design
of two-way loaded foundations. In the determination of effective area, four cases are provided to
design a square/rectangular based and two-way loaded foundations by Highter &Anders in 1985.
In the determination of the four cases, the criteria are the ranges of the ratios of es/B, and er/L.
In general, nothing is mentioned for these four cases about the application points of the resultant
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loads whether it is in or out of the kern. However, anything may occur in terms of eccentricity. It
means that the resultant force can be in, out or on the border line of the kern except case 1 in that
eccentricity is always out of the kern.

Cases defined in the effective area method

When one has a closer look into the four cases mentioned in the effective area method, the
resultant load is always out of the kern in case 1 seen in Fig. 3, mostly out of the kern in cases 2
(Fig.4), and 3 (Fig. 5), some area out of the kern even in case 4 (Fig.6). Thus, the cases should be
modified in order to have a clear border between the cases. Only case 1 has the areas not overlap
with the areas of the rest of the cases. There are overlaps of the areas in the cases of 2, 3, and 4 as
seen in Figs. 4, 5, and 6. The zone 4 seen in Fig. 6 is the common zone in the cases of 2, 3, and 4.
The shapes and borders of the effective areas are taken from Das, 2007.

CASE 1: [(e./L) > (1/6) and (es/B) >(1/6)] As it is seen in Fig. 3, the resultant acts within the

zones 1.

Effecuve
area

»

= ——

Fig. 3 Resultant load acts in gones 1 (Case 1)

It is obvious that the resultant acts out of the kern so that minimum bearing pressure would
be tension and a gap between the base of foundation and the undetlying soil would occur.

CASE 2: [(er/1) < 0.5 and 0 < (ep/B) < (1/6)] As it is seen in Fig. 4, the resultant load acts
within the zone 2. Again, it is obvious that the resultant load is not always acting within or border
line but mostly out of the kern so that minimum bearing pressure would be tension mostly and a
gap between the base of foundation and the underlying soil would occur.

CASE 3: [(er./L) < (1/6) and 0 < (es/B) < 0.5] As it is seen in Fig. 5, the resultant load acts
within the zone 3. Again, it is obvious that the resultant load not always acting within or border
line but mostly out of the kern so that minimum bearing pressure would be tension mostly and a
gap between the base of foundation and the underlying soil would occur.
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Effective
area

A ' /—A
Hy /17,
7

€L

/7

l

e B‘3 > I: B :I
< B g

Fig. 4 Resultant load acts in gone 2 (Case 2)

fh

<
B3

- B > [ B >
Fig. 5 Resultant load acts in zone 3 (Case 3)
CASE 4: [(er./L) < (1/6) and (es/B) < (1/06)]

As it is seen in Fig. 0, the resultant load acts within the zone 4. The resultant load not always
acting within or border line but it might be out of the kern so that minimum bearing pressure might
be tension and a gap might occur between the base of foundation and the underlying soil.

A [——B—

Quy Effective
' f:uca _ ]
‘ .
N } A
NS !

B S

Fig. 6 Resultant load acts in one 4 (Case 4)
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Modified Cases

CASE 1 is not modified so that it will remain as it is. In the modified cases of 2, 3, 4, the
resultant load is out of the kern mostly, and it is always out of the kern in case 1. Thus, these cases
may be employed for any research or other purposes except the design that would be applied in
the field because there would be tension between the base of foundation and underlying soil.

In this study, a new case is defined as cse 5 (Fig.11) that is actually representing the kern so
that case 5 can be used to design foundations that would be applied in the field because the resultant
load acts in the kern so that the minimum bearing pressure would be a positive value or at least
nil.

Modified CASE 2: Modified and redefined as seen below

[(1/6) < (er/L) < 0.5 and 0 < (ep/B) < (1/6)]. When these ranges are applied to zone 2, it
will become as seen in Fig.7. You can see the difference by comparing Figs.4 and 7.

A
TL.-‘?: .| L
W
e
B/3
B -~

Fig. 7. Zone 2 to after the modification

The dimensions of the effective area seen in Fig. 4b can be calculated by the Eqgs. (5 to 9)
instead of using the graph generated in the original effective area method.

__ B—6ep
© " B+éeg ©)
1.5-3eL/L
L, = (ﬁ) (Ao + DL <L ©)
L,=A,L, <L ()

The effective area;
A'=2(Ly +Ly)B ®)

and the effective width;

B = ar ©)

- LiorL,(larger one)
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Modified CASE 3: Modified and redefined as seen below [(e./L) < (1/6) and (1/6) < (es/B)
<0.5].

When these ranges are applied to zone 3, it will become as seen in Fig.8. The difference can
be seen by comparing Figs.5 and 8.

D ——
B/3

M
W

B

Fig. 8 Zone 3 to after the modification

The dimensions of the effective area seen in Fig. 4b can be calculated by the Eqs. (10 to 14)
instead of using the graph generated in the original effective area method.
_ L+6eg

4 = (10)
__ (15-3ep/B

B, = ( 1+A1+A2 ) (4, +DB<B (11)
Bz = AlBl S B (12)
The effective area;

A =2(By+By)L (13)
and the effective width:

oA
B’ = T (14)

Modified CASE 4: The four dark triangular zones seen in Fig. 9 represent zone 4. The
eccentricity of the resultant load would be within the following borders for this case.

ep 1 er, 1
e>e and = <-and =< -
max» B 6 L 6

where e and €4y are calculated from Eqs.(19 & 18), respectively. The effective area and
effective width for this case would be calculated just like the procedure given in case 5.
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M
, IL.-‘?,} L
| | W
B/3
B

Fig. 9 Zone 4 to after the modification

CASE 5 (New): A newly considered case in that only the zone of kern will be considered
(see Fig. 10). Two criteria for this zone have been determined by the author and given below. One
of the criteria can be employed to determine whether the resultant load is in, on or out of the
border line of kern.

Criteria 1:

The kern is seen in Fig, 11a (zone 5), and one of the four parts of the kern is shown in Fig.
11b. To create a criteria that would be employed for the case 5 in the effective area method, the
steps are as follows.

1. Find angles 1 0 and ) in Fig.11b as seen below.

a = tan™! (%) (15)
B = tan? (Z_j) (16)
y=180—a—p a7
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Fig. 10. Zone 5 newly defined

|
Kem |
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|
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f——"— € :‘:-4 :
\ I
pe=""2 L6 f— |
(b)

Fig. 11 The value of eccentricities on a foundation

2. Find maximum value of eccentricity within the kern:

3. Find the existing eccentricity;

e =+ (e} +eb)
Application of resultant load is within the kern if

€ < €max

Application of resultant load is on the borderline of the kern if

€ = Cmax
Application of resultant load is outside of the kern if

€ > €max

(18)

(19)
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Finally, check the criteria of the modified cases given here. If e is less than or equal tO €max,
then, employ the procedure for case 5.

Criteria 2:
In order to have the application point of the resultant load within the kern, when the

eccentricity on B-direction only, maximum value of es = B/6, the eccentricity on L-direction must
be equal to zero (er. = 0) or wise versa if the eccentricity on L-direction only (see Fig.12).

¢B
e slope = BIL
@
. e L
| L6 !
Fig. 12 One fourth of the kern
Thus, the following relationships can be written:
ep 1 er,
o<F<(G-%) (20)
Or
er, 1 en
o<2=(-7) @)

If this is the case of eccentricities, the resultant load acts either in the kern or on the
borderline of the kern. If this criterion is not satisfied, it means that the location of resultant load
is out of the kern. In this case, minimum value of the bearing pressure would be tension so that
the foundations with a tension under it should not be designed in general because there will be a
gap between the base of the foundation and soil under lying instead tension stress.

If the resultant load acts in zone 5, which is actually the kern, the shape of the effective area
would be similar to one seen in Fig. 13b. Coordinates of the effective area can be located from 0
to 5 that must be numbered clockwise as seen in Fig 13a. The coordinates of the points (0 to 5) are
numbered as follows:

O(XO)YO)> 1(X1,Yl)> 2(X2>Y2)> 3(X3,Y’>), 4(X4>Y4)’ S(XS’YS)
Actually, x,= xs, and y, = ys. From Fig. 13b:

0(0,0), 1(0, L), 2(x, L), 3(B,y), 4B,0), 50,0) can be written.
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Fig.13 Coordinates of effective area

Coordinates (Cy, and Cy) of the centroid of effective area can be written as follows (see

Fig.13b):
B

Co=2—e 22
L

Cy, = STeL (23)

Also, these coordinates can be written as follows:

1 _
A= EZ?:ol(xinl = Xiy1Yi) (24)
1 _
Cx = aZ?:ol(xi + Xi41) (XiYVis1 — Xit1YVi) (25)
1w
Cy = 672?:01(3&' + Vir1) XiYiv1 — Xi41Yi) (20)

The right side of Eq. (25) is equal to the right side of Eq. (20), and Eq.(26) is equal to Eq.(23).
Therefore, Eqs. (27) and (28) can be derived as follows:

—x?L+ (x+ B)(xy — BL) —2B%y -3 (2 —e5) (~xL+xy = BL—By) =0 (27
2x1? + (L +y)(xy — BL) — By? =35 - eL) (—xL+xy—BL—By)=0  (28)

Egs. (27), and (28) can be solved for unknowns of x and y numerically by a proper method.
In this study, a MATLAB code has been developed to solve these equations and normalized values
are given in Table 1. The effective area can be determined from:

A’ =2 (BL+xL + By — xy) (29)
Or
A =2(B+x)(L—y)+By (30)
Or
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A'=BL—2(B-x)(L-Y) (31)
And the effective width;
r_ &
B == (32)

Tables 1 and 2 can be used to determine effective area for this case just like newly described
case 5.

Table 1. x /| B values

el/L 0.027 0.053 0.080 0.107 0.133 0.160
eB/B %*/B values

0.02 0.4614
0.04 0.7380 0.3408 0.0625
0.06 0.7323 0.5006 0.2389 0.051¢9

0.08 0.6966 0.5352 0.3303 D.14981 0.0124
0.10 0.6532 0.5250 0.3628 0.2027 0.0688

0.12 0.5080 n.48982 0.3633 D.2244 0.1000

0.14 0.5636 D.4642 0.3475 D.2259 0.1125 0.0144
0.16 0.5184 n.4272 0.3232 0.2150 0,1120 0.0204

Table 2.y / L values

el/L 0.027 0.053 0.080 0.107 0.133 0.160
eB/B y / L values

0.02 5.7849 0.7823 0.7256 0.6634 0. 6006 0.5386
0.04 0.3254 0.6211 D.6249 0.5830 0.5304 0.4747
0.06 O.0477 D-385% 04853 O.4812 0.494965 0.%2021
0.08 0.1801 0. 3303 0.3655 0.3540 0.3232
0.10 0.0467 0.1902 0,2495 0.32584 0,2419
0.12 0.0786 0.14%9 0.1687 0.1623
0.14 9.0530 0.0833 0.0879
0.16 0.9100 0.0204

Elastic settlement

It has been a principal issue to estimate the settlement of foundations for civil engineers.
Thus, many researchers have studied the problem to get a reliable solution of it. Terzaghi and Peck
(1948) proposed an empirical relationship between the settlement (Se) of a prototype foundation
measuring BXB in plan and the settlement of a test plate. Bjerrum and Eggestad (1963) provided
the results of 14 sets of load settlement tests. Bazaraa (1967) also provided several field tests results.
Both gave correlation of settlements between with size of plate used in the tests and size of
foundation that would be designed. Jeyapalan and Boehm (1986) and Papadopoulos (1992)
summarized the case histories of 79 foundations. DeBeer and Martens (1957) and DeBeer (1965)
proposed another formula to estimate the elastic settlement of a foundation. Burland and Burbidge
(1985) proposed a method for calculating the elastic settlement of sandy soil using the field standard
penetration number Ni.
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The Schmertmann-Hartman-Brown method (1978) is commonly used for the estimation of
elastic (immediate) settlement of shallow foundations. In the procedure on the estimation of
immediate settlement, two approaches are used. One for axisymmetric (square and circular
foundations) cases, and the other is for plane strain (strip foundations) condition as seen in Fig.14.
In case of rectangular foundations, there is an approximation in the method by using both
axisymmetric and plane strain conditions.

- o

T o WA oY
- o'

sedo S B o,

"~

=]

B

2

328—-

-]

)

_ P]zne}munc

8 I B

0 01 02 03 04 05 06
Strain influence factor, I;

Fig. 14 Variation of stress influence factors (a) square/ circular based and strip foundations (Sschmertmann,
1978), (b) Proposed variation of strain influence factor (u-line) for any shape of shallow foundation.

Schmertmann — Hartman - Brown Method (1978)

In this method, immediate (or elastic) settlements (Sc) of shallow foundations are calculated

by Eq. (1) seen below.

] < AZiIzi
§, =C GG (q -0 zD)Z E—
=1 g (33)
Where
l/ g'
C, =1-0.5 —DJ
\4d—0 p (34)

Correction for strain relief due to excavation,

L, =1+0.2log! L)
1 0.1) (35)

Correction for creep,
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C; =1.03-0.03 = |07
A B / (36)

q = gross contact pressure of footing,

o' ,p = Effective stress at the base level of footing before the construction
Az;=thickness of soil layer i.

[z;= strain influence factor of layer i.

E's;= elasticity modulus of layer 1.

B = width of foundation

L = length of foundation

According to Fig.1a, the exact value of Izi at any depth can be determined as follows; For
square and circular footings (I./B=1)

I,=01+%(21,-02) if (0<z<?) 5
I, =0.667L,(2-2) if (2<z<2B) 58)
For strip (continuous) footings = = 10
L=02+(%)(1,-02) if 0<z<B) (39)
1,=03331,(4-2)  if (B<z<4B) (40)

For rectangular footings in which the length is greater than ten times the width, the plane
strain approach is used. For rectangular loads in which the length is less than ten times the width,
a linear interpolation between the axisymmetric and plane strain case is performed, dependent on

the length to width ratio. For the rectangular foundations (1 < % < 10)

L
L = Ly + 01110, — L) » (£ 1) ”

where

L. = strain influence factor for strip footing that has a width of B,

L« = strain influence factor for square footing that has a width of B, this value must be at
least zero or larger
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As it is seen above, the calculations of strain influence factors are complicated and time
consuming. To avoid these problems, the method is modified and a procedure much simpler than
the original Schmertmann et al. method.

Modification of the Schmertmann-Hartman-Brown (1978) Method

In this paper, the Schmertmann — Hartman - Brown (1978) method is modified by
considering boundary conditions of the square/circular (L/B = 1) and strip (L/B > 10)
foundations. Equations on the calculation of strain influence factors for any type of shallow
foundation such as rectangular, square, circular, strip in Eq. (33) have been re-driven. Thus, the
following procedure has been prepared to estimate immediate settlements of any type of shallow
foundations. In the modified method, the assumed variation of the strain influence factor is seen
in Fig. 15. The user should not be worried about the problem whether it is an axisymmetric or
plane strain problem. The data that are needed to be used in the modified method are the size,
depth of foundation, load (or bearing pressure), unit weight of soil, number and thickness of soil
layers and their modulus of elasticity values under the foundation within the depth of 2B or
maximum 4B. The author suggests to users that consider the layers only within the depth of Zmax
that can be calculated by Eq. (18) from the base of foundation.

Base of footing Izo | | | | | | O",

L s

Zp

Zmax

L-Line

Fig. 15 VVariation of the strain influence factor for any type (square, circular or rectangular) of shallow foundation
in the modified method

Calculation steps of the modified approach for any type of shallow foundations:

1. Calculate the followings:
1. Total bearing pressure (contact pressure):
P+W, 0
4= (42)
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Where

P = Column load

We= Weight of footing

A= Base area of footing (BxL)

Effective overburden pressure at the base level of foundation:

0'zp =¥Dr —up (43)

Net bearing pressure

Gnet = 9 — UIzD (44)

Where
up = pore water pressure at base level of footing

Ci, Cy, and Cswould be calculated from Eqs. 34, 35, and 306, respectively.

Up to this point, all the procedure and calculations are same as the original method. After
this point the modifications would take place.

4.

(45)

Depth of z, at which the peak of the strain influence factor (I,,) occurs (see Fig. 15).
Its value must be B/2 and B for squate/circular based footings and strip footings,
respectively. The following equation can be used for any type of shallow foundations
to get the depth of which peak strain influence factor occurs.

zp=(t-1)=+72 (B/2) <z, <B

As an alternative, Fig. 16 can be used to get z, value as follows.
z,=BCp (46)

Where C, is a coefficient that can be taken from Fig.16.
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1.1
1
€, =10
0.9
0.8
=
o
0.7
0.6
L
0.5 C, = 0.0555 7t 0.4445
0.4
1 3 5 7 9 10 11 13 15 17
L/B ratio
Fig. 16 Cy-coefficient as a function of L/ B ratio
5. Effective overburden pressure at the depth of z,. at which peak of strain influence

factor takes place:

=27 47)
Where

Y’ = submerged unit weight of soil

0. The strain influence factor, I, (at the base of any shape of a shallow foundation) is
seen in Eq.16. Its value must be between 0.1 and 0.2 (Fig. 17).

8 1 /L L
’zo—%+%(§) 5 =10
48)

As an alternative, L, can be taken from Fig.4 as a function of L/B ratio.
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0.25
0.2
0.15
2
0.1 L -
3o = 0.0111+0.0889 [z0=02
0.05
0
1 3 5 7 9 10 11 13 15 17
L/B ratio
Fig. 17 Variation of I 30 as a function of 1/ B-ratio
7. The peak value of strain influence factor same as Schmertmann et all. (1978) method:
— Anet
I, =05+0.1 /07—; 49)
8. Depth Zma at which the strain influence factor would be reduced to zero.
2 16
Zmax = ;L + ?B (2B < Zpmax < 4B) (30)
As an alternative Fig.5 can be used to get Zmax value as follows.
Zmax = B Cimy G
Where Cy, is a coefficient that can be taken from Fig.18.
4.5
1
Cm = 4.0
3.5
3
E
J
2.5
5 Cm = 0.2222(L/B) + 1.7778
1.5
1
1 3 5 7 9 10 11 13 15

L/B ratio
Fig. 18 Coefficient of Cm as a function of 1./ B ratio
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9. Calculation of I; values on U-line in Fig. 15 by Eq. (52)

Izp—Izo
Iy =1 + (pz_> Zj

P
if (0<z <z,)
(52)
10. Calculation of I; values on L-line in Fig. 15 by Eq. (53)
I, i
I, = Izp — (zmaxp—zp) (Zi — Zp) if (Zp <z < Zmax) (53)
2. Modulus of elasticity is estimated by tip resistance, ., of Cone Penetration Test, CPT, if E;

values are not known Eq. (54).
E, = q. (2389 +0.1117) Z<10 (54)

Terzaghi, Peck and Mesri, 1996) suggest using the following equation.

E
—5 _1+04 1og(§} <14

ESH_ B=1)

where E =3.5q,

s(L/8=1)

Note: If the modulus of elasticity of soil layers are known, no need the estimation by Eq.

(54).

Elastic (immediate) settlement calculation is same as Schmertmann, et all. (1978) method Eq.
(1) seen below:

n

Azilgi
Se = C1CoCattner ). 2214 )

i=1 FEsi

Hypothetical Cases:

Once modification of Schmertmann’s method was completed, calculations of the elastic
(immediate) settlements became quite simple with a simple computer code prepared. Then, the
effect of L/B (length/width ratio) and B (width) on elastic settlement is investigated. For the
hypothetical case, the foundation and soil profile seen in Fig. 19 are employed.

GL
‘ * q =100 kPa
E ; = 15000 kPa
Duw D¢ '
Ysat =19.5 kN/m3

B

Fig.19 Soil profile and foundations in hypothetical cases

120



Aytekin, Mustafa; Bearing Capacity And Elastic Settlement Of Shallow Foundations

The vatiation of settlements with L/B starting from 1 to 12 for B =1, 3, 5 meters have been
estimated by the code and plots are given in Fig. 20. As it is seen in Fig. 7, when L/B is increased,
settlement increases too until L/B=10. Then, there is no change on the settlement. Similatly, when
B is increased, settlement increases too.

40.00
_ 35.00 B=5.0 meters
=
E 30.00
@
< 25.00
2 'B=3.0 meters
*
w 20.00
v
o
g 15.00
E
@
g 10.00 B=1.0 meter
3 e+

5.00 o—o——
0.00
0 2 4 6 8 10 12 14
L/B ratio

Fig. 20 Settlement/ Width versus 1./ B ratios

. S . .
However, once the settlements are normalized as (;e), it has been seen that when B is

. S . . .
increased, (;e) ratios are decreased as seen in Fig. 21.

CONCLUSIONS

The following conclusions are drawn after the analytical and numerical work done in this
study.

1. Clear borders among the four zones are established without overlaps. That means borders
of the zones given in the technical literature are modified.

2. Zone 4 is divided into two. In other words, zone 4 has been modified and a new zone
(zone 5) is defined.

7.50

—8—B=1.0 meter
=—#— B=3.0 meters

B=5.0 meters

Se/B ratio *(107-3)

0 2 4 6 8 10 12 14
L/B ratio

Fig. 21 Settlement/ Width versus 1./ B ratios
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To check whether the resultant load acts in zone 5 (kern), two more criteria have been derived
in addition to one in use.

To calculate the effective areas for the defined five zones, formulas have been derived instead
of employing the graphs in calculation of effective areas for all of the cases.

Since the hand solution of formulas for zone 4, and 5 is impossible, a MATLAB code is
generated, and the equations are solved. However, any other numerical technique can be
employed to solve the equations of (27) and (28).

The Schmertmann, et al (1978) method is modified, and a more convenient approach is
proposed, so that there would be no worries about the foundation whether it is ab
axisymmetric problem or plain strain problem. Also, only two equations would be employed
to calculate the strain influence values in place of five equation in the original method.

The settlements increase from L/B = 1 until it is 10, after that (/B > 10) no more settlement
would occur.

Settlement/width ratio would be decreasing while the width of footing is increased. This result
shows that angular distortion of footings with larger width (B) would be less than the angular
distortion of footings with smaller B.
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Evidential Fuzzy Multi-Criteria Decision Making Based On Belief Entropy

Galip Cihan YALCIN'

Introduction

The decision-making process is the process of selecting the best alternative by evaluating
alternatives according to one or more criteria. The decision maker will need to combine the data at
hand while evaluating the alternatives according to the criteria. Data aggregation is the process of
obtaining information about different situations or events from various and different data sources
and then integrating them from a single data source to reach final results with higher accuracy. In
other words, data aggregation is an approach to handle various sources of information that are
imperfect in various ways, and ultimately to obtain a clearer view of the situation, thus reducing
uncertainty. Much of this data to be combined is uncertain. Common causes of uncertainty are
imprecision, randomness and vagueness. We can express the errors arising from the measurements
made as the state of being imprecise. The reason for ambiguity is the uncertainties arising from
verbal or linguistic expressions such as "good", "bad" during decision making. There are many
methods developed to combat situations such as incompleteness, uncertainty and inconsistency
that negatively affect the decision-making process. The basis of these methods is Probability
Theory, Fuzzy Set Theory and Dempster-Shafer Mathematical Proof Theory. And the main
purpose of these methods is to combat the uncertainty in the decision-making process. Among
these methods, Fuzzy Set Theory and DST are the strongest theories (Kalci, 2008). Fuzzy Set
Theory helps to select the most appropriate evidence from different sources at different times,
while DST helps consolidate evidence for the final assignment process (Chatterjee & Namin, 2021).

Fuzzy sets, rough sets, DST and many similar methods are used to identify information that
is currently uncertain. And many of these methods can be translated into a framework on evidence
theory. DST stands out because it can better represent information that is uncertain by using basic
probability assignment (bpa) and applying uncertainty reasoning. DST not only provides a
mathematical framework for modeling uncertainty, but also provides a method of combining data
from different sources (Deng, Xiao & Deng, 2017). DST can effectively combine the uncertainty
of conflict information, but it still has some shortcomings in conflict between different sources of
evidence (Xiong, Su & Qian, 2021). DST offers several advantages, including the ability to transfer
probabilistic measures to focal elements and assign probabilistic values to the proof-of-
discrimination framework (Chatterjee & Namin, 2021).

Method

DST, which emerged with A.P.Dempstet's work on determining the lower and upper limits
of probability in 1967, was developed in 1976 with some additions in G.Shafer's book titled
Mathematical Theory of Proof. At the beginning of these additions; opinion function (belief
function) definition comes. For this reason, the theory was named DST, taking the name of both
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fathers of ideas. This theory is a numerical method and was developed to deal with incomplete and
uncertain information. DST has successful applications in many areas from artificial intelligence to
medical diagnosis, from statistical classification to data fusion, from face identification to risk
assessment, from target identification to multi-criteria decision analysis (Cergioglu, 2004). DST has
been widely studied and applied because of its advantage of effectively handling uncertainty
problems in combining multi-source information. Many in-depth studies have been carried out
with DST, which is presented as an effective method to solve the uncertainty problem (Zhu &
Xiao, 2021).

As an extension of probability theory, proof theory can better handle unknown and imprecise
information. Because of its advantages, evidence theory has more flexibility and efficiency for
modeling and processing uncertain information. The uncertainty measurement plays an important
role in both evidence theory and probability theory. In probability theory, Shannon entropy
provides a new perspective for measuring uncertainty. Various entropies are available to measure
the uncertainty of the bpa in proof theory (Deng, Xiao & Deng, 2017).

DST is an advanced version of Bayesian probability theory. It has the advantage of showing
"uncertainty" by distributing probability to multiple event hypotheses rather than a single event
(Zhu & Xiao, 2021). There are some features that distinguish Bayesian inference and DST, which
has many common denominators. In Bayesian inference, the weights assigned to the situations are
called "probability", while in DST they are called "mass". The most important distinguishing feature
is; In DST, there is no obligation to give a clear value to the variables as in Bayesian inference. For
example, in Bayesian inference, everything takes a net value such as "0" and "1", "black" and
"white", while in DST it can take any value between 0 and 1 (Seckin, 2015).

If O is a set containing all possible possible values of a variable and the elements in © are
mutually exclusive, then 0 is referred to as the perceptual frame (Xiong, Su & Qian, 2021).
Considering © (0 = {A,,4,, ..., A;,...,Ax}) as the frame of discernment and 29 (29 =
{0, {A1}, {45}, ..., {An}, (A1, ALY, ., {Aq, Ay, ..., A}, ..., 0)) as all subsets of O, the function
in m: 29 — [0,1] format is a bpa function if the following conditions are met (Biiyiikyazict & Sucu,
2009):

m(@) =0
z m(x)=1

We can define the values of the bpa function here as the probabilities of each element in the
frame of discernment ©. The function m is called the function bpa and m(x) is called the
fundamental probability of x(Xiong, Su & Qian, 2021).

When x is treated as any subset of ® and the fundamental probability value is different from
0, x is a focal element (Xiong, Su & Qian, 2021). The value received for any focus element
belonging to the belief function is called the degree of belief (Biytikyazict & Sucu, 2009).

There are two confidence criteria: the belief function (bel) and the plausibility (pls) function.
As the first confidence criterion, the one-to-one opinion function is defined as bel: 2° — [0,1]
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and this value is obtained from the sums of the propositions in question (Beynon, Curry & Morgan,
2000).

bel (A) = z m(B), VAC O

BCA

Another of the confidence criteria, the one-to-one plausibility (pls) function, is defined as

pls: 29 > [0,1] .

pls (A) = 1 — bel(B) = Z m(B), VACO

BNA+0

bel(A) and pls(A) are lower and upper limits of function A. The lower limit indicates the
degree of supportt for the hypothesis, and the upper limit indicates the maximum degree of support
expected to be assigned to the hypothesis (Xiao, 2020).

The relationships between the variables whose mass values are observed and their
relationships with the values obtained from previous observations are made using Dempster’s rule
of combination (Cavdur, 2005). Information obtained from different information sources can be
easily combined with the Dempster’s rule of combination (Xiong, Su & Qian, 2021).

When the independent evidence sources mq and m, are combined, the m = my @
m,: 2% — [0, 1] toa function is obtained (Xiao, 2020). The € operator has commutation and
union properties (Tong, Xu & Denceux, 2021).

0 A=0
m(4) = {ZB,Cezﬁmnc:A m4(B)m,(C)
1-K

A+Q

Here K can be expressed as the conflict coefficient (amount of conflict) between M4 and
m; and is calculated with the help of the following formula:

K= > m®m(©
B,Ce29|BNC=0

The operations in the DST method are shown below step by step:

Step-1: Alternatives are given values in line with the verbal expressions shown below by the
decision makers (Shemshadi et al., 2011):
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Table 1. Linguistic variables for the fuzzy rates of the alternatives

Linguistic Variables Abbreviations Fuzzy Number Values
Very Poor VP (0.0, 0.0, 0.1, 0.2)
Poor P (0.1,0.2,0.2,0.3)
Medium Poor MP (0.2,0.3, 0.4, 0.5)
Fair F (0.4, 0.5, 0.5, 0.6)
Medium Good MG 0.5, 0.6, 0.7, 0.8)
Good G (0.7, 0.8, 0.8, 0.9)
Very Good VG 0.8,0.9, 1.0, 1.0)

Step-2: A decision matrix is created by assigning fuzzy number values to linguistic variables.
Step-3: The decision matrix of the criteria is created.
W =[wg .. wj... wy]

In addition, the decision matrix containing the values taken by the i th alternative according
to the J th criterion is prepared by the k th decision maker.

X11k 0 X1jk Tt Xink
X =1 Xitk = Xijk - Xink
lxmlk vt Xmjk o e xmnkJ

Step-4: The elements of the weighted decision matrix are calculated with the following
formulas

w —

Xijk1 = Xijk1 * Wj
w —

Xijk2 = Xijk2 * Wj
w —

Xijk3 = Xijk3 * W;j

w —
Xijka = Xijka * Wj

The weighted decision matrix is created as follows:

SW SW SW
X11k 0 X1k T Xink
N ~W SW SW
D =| Xk * Xk - Xink
SW SW SW
Xmik " Xmjk - Xmnk
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Step-5: Aggregated weighted decision matrix elements are calculated with the following
formulas.

x% = mink{xgm}

1 t
w w
Xij2 = T § Xijk2

k=1

t

w
Xijk3

k=1

1
ij3 z

xl!A](4- = maxk{x?]fm}

The aggregated weighted decision matrix is created as follows:

~W ~w ~w

[ xll cee xl] cee xln —|

~ | aw ~W w |
D= X Xij Xin
~W ~W ~W

Xm0 Xy o X

Step-6: Combined fuzzy values are calculated separately for benefit and cost criteria. For
this, the following formula is used:
x?]’[[ = max{x;},} , for benefit criteria (BC;)
2

xgl_ = miin{xly;{l} , for cost criteria (CCj)

W+ W+ wt ) w+
Xija Xija Xija Xija

w w w w
X X[ty xiis xia
( ij ij ij ij )’ fOT' BC]
swo_
Xjj =

w w w w

Xij1 Xijz Xijz Xija cC

xw_’xw_'xw_’xw_ ’ for ]
ij1 ij1 ij1 ij1

The normalized aggregated weighted decision matrix is created as follows:

=w =W =W

xll cee xl] e xln
= _ sw sw sw
D=1 Xp Xij Xin

Xmi = Xmj - Xmn
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Step-7: The elements of the normalized aggregated decision matrix are calculated with the
help of the following formula:

W =W
Xy x— X —x
I ”2< ”1 >xdx+fx ”3xdx+f ”4< WU‘_},W ).xdx

w
Def(:w _IH(X)de_ *ij1 L]2 l]l 112 x113 ija "ij3
fll(x)dx _112 x- L]l 113 xl]4 ’_C‘i,;zl-_x
f—w W dx +f dx+[_y s —w— |ax
X; x¥ Xiia~Xij
l]l ij2~ L]l 112 ij3 ija "ij3
W oow L ew osw L 1ow  ow \2 1 ow )2
_xijlxij2+xij3xij4+_( 114—35:]3) __(xijz l]l)
W
—Xij1~ l]2+xl.]3+xl]4-

The normalized aggregated decision matrix is created as follows:

[ DeFGE) - Def(Rt) - Def(ity) |
Def(D) =| Def(i) - Def(f - Def(&}) |
| : : |
|

Def )~ Def(R,) ... Def(ith

Step-8: The defuzzification process is performed by applying the following procedure to the
normalized aggregated decision matrix elements:

awy = L)
Def (% = Sver( ),]—1,2,...,11

The defuzzified matrix is created as follows:

Def(y) + Def(R) - Def(t)
Def(D) = | DeF @y - Def(x .. Def (&)

Def(Ry) - Def(E%) .. Def(Rin)

To calculate the degree of uncertainty of the criteria;
Step-9: The belief entropy (E4(C;)) of the C; (j = 1,2, ...,n) criterion is calculated with the

following formula (Kang & Deng, 20106):
Def (%))
2l4il—1

E4(C;) = — X%, Def(%;;) log

As a result of applying the following procedure to the calculated belief entropy, the
uncertainty degree of the criterion is calculated:

Def(xl])
U(C}) — eEd(Cj) — e_ Zl 1Def(xl])lomg |A

-1

Step-10: The degree of uncertainty of the (; criterion is normalized with the help of the
following formula:

u(c))

1Uh

U(G) =5 =1,2,..,n
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Step-11: In terms of (; criterion, the bpa value of A; alternative is calculated with the help
of the following formula (Sun, Li & Deng 2020):

mcj((z)) =0
me (Ag) = Def(Z2) + (1 - T))

mcj(e)) =1 _Zﬁlmcj(Ai),i = 1, 2, ,m,] = 1, 2, o n

Step-12: Multiple proofs are combined with Dempster’s rule of combination as follows:
me = ((m61 @ mcz)l D..0 an)(n—l)

Thus, it returns the belief (confidence) values of the 4;(i = 1, 2, ..., m) alternatives in terms
of the (; criterion:

Bel(A;) = m¢(4;)

Step-13: A; alternatives are ranked according to their belief (confidence) values and thus the
best alternative is decided:

o= argmax{Bel(4;)}

1<ism
Conclusions

In this study, a new method has been described and a different perspective has been brought
to multi-criteria decision making methods. The weights of the criteria were determined by the
entropy method. The alternatives were listed by evaluating the criteria for each alternative by the
decision makers. The values expressed verbally by the decision makers were converted into
numerical values and the alternative ordering process was facilitated. This method, which was put
forward to combat uncertainty, is preferred more than many multi-criteria decision-making
methods because of its superior features.
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Pandemics

Cihat Furkan G6v'
Hulya Celik?

INTRODUCTION

The emergence and spread of infectious diseases with pandemic potential has occurred
regularly throughout history. Many infectious diseases that lead to pandemics are caused by
zoonotic pathogens transmitted to humans due to increased contacts with animals through
breeding, hunting and global trade activities. Understanding the mechanisms of transmission of
pathogens to humans allowed the creation of methods of preventing and controlling infections.
For centuries, the implementation of public health measures such as isolation, quarantine and
border control have helped control the spread of infectious diseases and maintain the community
structure. Global friction programs of waterborne pathogens, vector-borne diseases and zoonotic
spreads in the animal-human interface are of primary importance for rapidly detecting the
emergence of infectious threats. In the event of a pandemic, new technologies are needed for rapid
diagnostic tests, contact monitoring, reuse of drugs, biological markers of disease severity, and new
platforms for the development and production of vaccines. In this research project, we review the
major pandemics that have affected humanity throughout history, such as plague, cholera, influenza
and coronavirus diseases, how they were contained in the past and how these diseases are managed
today.

Virus

The virus is a small agent that causes infection with only one of the deoxyribo nucleic acid
or ribonucleic acids packaged in the protective sheath, which consists of a protein or complex
structure. Viruses are not considered alive because they need host cells to grow and multiply. Since
viruses do not independently have proliferation mechanisms and molecules, they depend on host
cells for reproduction and are considered parasitic cells. Viruses often have a limited host range
that they can infect, and viruses can only infect certain bacteria, plants or animals. Viruses depend
on the metabolic molecules of the host cell. Viruses alter the host's normal metabolic reactions,
allowing new virus particles to form. In order for viruses to survive, they must infect a cell and
synthesize their own viral proteins and genetic material by capturing the mechanisms of the cell
(Takz,2019).

1 Agr1 Ibrahim Cecen University, Faculty of Pharmacy Basic Pharmaceutical Sciences Department / Fundamental
Sciences of Pharmacy 03200 Agti/TURKEY
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Ways Viruses Are Transmitted
-Direct contact
-Injection of blood or contaminated liquids
-Tissue transplants
-Respiratory tract

-Fecal-oral pathway

Factors Affecting The Ways Viruses Are Transmitted
-Source of the virus
-Resilience of the virus
-Environmental conditions

-How the virus reaches the target tissues of the body (Basustaoglu,2010).

Proliferation of Viruses

When viruses encounter a host cell that can multiply by entering the body of the living
creature, they activate their proliferation mechanisms. When the virus encounters a suitable host
cell where it can multiply, it immediately clings to it. After viruses cling to the host cell, certain
enzymes are used to break down the cell membrane and transfer genetic material into the cell. This
genetic material can be a chain of ribonucleic acid or deoxyribonucleic acid, which contains
information that provides the synthesis of proteins necessary to initiate the process of developing
new viruses. The genetic material of the virus captures the mechanisms of the cell through enzymes
belonging to the virus. The mechanisms of the cell are used to create new genetic material
belonging to the virus and to create protein sheaths. New viruses in the cell usually come out when
the cell breaks down. When the cell disintegrates, the cell dies. This cycle, which viruses use to
multiply and cause the cell to die, is called a lytic (disruptive) cycle.

Viruses with membranes on protein bristles do not choose the way to break down the body
in order to multiply. Unlike other viruses, such viruses pass through the cell membrane and enter
the cell. These viruses, which enter the cell as a whole, multiply and then come out without breaking
down the cell. Once the virus enters the cell, it stores its genetic material as part of the cell
deoxyribonucleic acid. In this way, the virus continues to transfer genetic material to the baby cells
every time the cell multiplies without revealing its presence to the cell. It can secretly transfer the
genetic material of the virus from cell to cell without causing any signs of disease, and suddenly the
virus starts the cycle of proliferation. This cycle is called the lysogenic cycle (Freudenric and Kiger
2020).

Pandemi

The word pandemic is derived from the ancient Greek words pan and demos, and 'pan' means

'demos' and people mean (Pandemic). Wikipedia, free encyclopedia,2022).
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The effect is not a specific country or region; Infectious diseases that are effective all over
the world are called pandemics. According to the World Health Organization, the pandemic is a
rapidly spreading and unseasonal infectious disease in which the human population does not have
immunological resistance (Qiu et al.2017).

General Characteristics of Pandemics

- Appearance in various geographical areas

- The emergence of many diseases that can be a precursor to infectious diseases
- Caused by mutated viruses

- Inadequate or no social immunity

- Formation of diseases resulting in death

- Causing changes and measures in the lifestyles of society

- Spreading without seasonal conditions (Ozkogak et al. 2020).

Major Pandemics in Human History

Amvias TAa:

The plague, which occurred in the Palestinian settlement of Amvas during the reign of Omar,
spread rapidly and was also seen in the territory of Syria and Iraq. Syria was the most common
settlement of the epidemic.

The plague of cucumbers spreading in Amvas is the most common of the plague species. It
is defined by the Arabs as a blessing.

Since it appeared in Amvas, the epidemic was called Amvas tuanu.

There are three types of this plague, bubonic, septicaemia and pneumonic, caused by a
bacterium called Yersinia pestis, which passes from one rodent infected with fleas to another. Taun
is a bubonic species also known as cucumber, which is one of the plague species.

The bacterium pestis, which enters the human body with the bite of fleas, causes the lymph
node to become inflamed and stretched.

In the later stage of the disease, with the growth of lymph nodes, inflamed and severe pain-
causing bulges appear in the body

Swelling is more common in the armpits, behind the ear, earlobe and groin areas where the
skin is thin in the body

Swellings can be red, yellow, black in color. In the mildest type of the disease, the silus is red
in color. With the increase in disease severity, the swellings turn yellow and then black.

In the Middle Ages, medical examiners did not know much about the treatment of taun
disease. If the swellings in the bodies of those infected with Taun's disease spontaneously exploded
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without intervention and the blood and pus in the boil emptied out, the patient had a chance of
recovery. Otherwise, patients usually die within three days.

According to the imam shafi, he thought that the patient would be healthy by applying the
ointment obtained by crushing the violet flower in the treatment of taun disease or by boiling the
violet and containing it in the patient (Genghis,2020).

Black Plague

The disease was seen between 1347 and 1351. The disease is called black plague because of
the appearance of black swelling in the body (Glitter, 2020).

Yersinia pesticide is the cause of the plague epidemic that has killed many people in Europe
(Jarus,2020).

Doctors who treated the plague also wore some special costumes. The protective costume
consisted of a polished fabric coat, a beak-shaped mouthpiece usually filled with herbs, straw and

spices, and a mask with a glass eye part. These doctors studied ways to treat blood draw, frog or
leech (Byfield, 2010).

Cholera

Cholera is an infection whose factor is Vibrio Cholerae, which causes the body to lose high
rates of water, showing signs of diarrhoea that starts suddenly and suddenly intensifies. When the
bacteria, which is resistant to stomach acid, is taken into the body at high rates with liquid, the
bacteria escapes stomach acid and reaches the intestines, causing infection (Undored and Altinbas
2020).

The outbreak was seen in Japan in 1817, Moscow in 1826, Berlin in 1831, Paris and London,
Hamburg in 1892 and Canada. Many people have lost their lives in these outbreaks. Treatment for
cholera, which has a high mortality rate, is quite simple.

Cholera patients recover in a short time with oral fluid treatment. Salt and glucose mixtures
are given to eliminate the lack of electrolytes such as sodium, potassium, chlorine and bicarbonate
lost in the treatment and to provide the necessary energy in patients with nutritional problems. In
patients whose condition is too severe to meet the nutritional needs, the mixture is applied into the

vein. In even more serious and urgent cases, tetracycline and tetracycline-like antibiotics are used
(Aslan,2020).

Spanish Flu

The influenza epidemic, a subtype of HIN1 virus, was the cause of the HIN1 virus between
1918 and 1921. The surprising thing about the epidemic is that it affects more healthy young adults
than the weak, the eldetly and children. The reason the outbreak is called spanish flu is because
Spain did not take part in World War I and there was no mention of the outbreak in other European
states due to censorship, and the Spanish press brought up the outbreak for the first time
(Aslan,2020).

Doctors used vaccines against the hemophilus influenzae and pneumococcal species to treat
the outbreak. They gave oxygen to the patients. Although they resorted to ancient applications
such as bleeding the patient, they could not find a definitive treatment in every intervention.
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In order to reduce the spread of the epidemic, measures such as quarantine, isolation, mask
use, closure of public areas were taken but were unsuccessful.

The vaccines and drugs used in the treatment were not effective. Although blood transfer
from recovering patients to new patients was a silver lining, there was no definitive solution (Temel,
1918).

Hong Kong Flu

The disease was first seen in Hong Kong. It is the influenza epidemic that caused the deaths
of nearly 1 million people between 1968 and 1969.

The disease-causing type A H3N2 virus is derived from the H2N2 virus with an antigenic
deviation called the merger of many subtypes of the virus to produce different viruses than the
original.

The new type of virus carries the genes of H2N2, one of the bird flu virus variants (Aslan,
2020).

Symptoms of Hong Kong flu include fever, muscle pain, weakness. These symptoms usually
lasted 4-6 days. The mortality rates of children and elderly patients with Hong Kong flu are high.
Although a vaccine for the virus was produced, it benefited after the outbreak affected people on
a global scale (Hsieh et al.20006).

Smallpox

Variola virus is the cause of smallpox. Variola virus is in the Poxviridae family. When a case
of smallpox is encountered, it is obligatory to be reported internationally. Smallpox falls into the
group of infectious diseases among the types of diseases (Ozer and Suna 2020).

The first vaccine produced in history is the smallpox vaccine (Badur,2020).

In 1960, as a result of the campaign led by the World Health Organization, the use of
smallpox vaccines was mandatory worldwide. The World Health Organization has reported that
the infection that causes smallpox worldwide has ceased permanently. The World Health
Organization has recommended that the smallpox vaccine be removed from routine practice after
the end of the disease. Smallpox is the only disease that has ever ended among human infectious
diseases (Ozer and Suna 2020).

Swine influenza

The cause of the disease is a virus in the family Orthomyxoviridae. The other name of the
disease is "swine influenza virus", i.e. SIV.

Known swine flu types are usually Influenzavirus A, which is rarely type C influenza virus.
Swine flu is constantly changing its structure to spread among humans.

In 2009, an outbreak of swine flu was observed. The outbreak, which began in 2009,
originated in Mexico and affected 191 countries worldwide. The outbreak that started in Mexico
was caused by HINT1, a subspecies of influenza A virus.

138



Gov, Cihat Furkan & Celik, Hiilya; Pandemics

The disease is transmitted to humans from those who come into contact with poultry and
pigs closely and without protective clothing. When the meat of the sick animal is cooked under
favorable conditions, the disease is not transmitted (Kara, 2010).

Symptoms of the disease are fever, cough without phlegm beats, unbearable pain throughout
the body, fever, weakness, shortness of breath and sudden symptoms with a temperature of 38.30
°C. Sudden symptoms ate high fever, pain, ache, diarrhea, which develop between 3-6 hours.
Although these symptoms vary from person to person, they can usually vary between 4-7 days.

Oseltamivir or zanamivir drugs used to treat flu can be used in the treatment. These drugs
should be used within the first 2 days after the onset of symptoms. Drugs should be administered
under the supervision of a doctor and used in accordance with risk groups. Paracetamol should be
used instead of aspirin as a painkiller. It is not recommended to consume medicines when going
abroad for pandemic prevention purposes (Sanli,2010).

Bird Flu

Bird flu is a deadly disease transmitted from animals with the virus. Other names of the
disease are Avian Influenza, Pestis Avium, Bird Flu, Avian Flu, Chicken Plague. The type of virus
that is deadly to humans is H5N1 (Aslan,2020).

Bird flu is an infectious disease caused by influenza viruses found in birds. Disease-causing
viruses are carried in the intestines of birds, are found in their feces and often do not show
symptoms of the disease.

The virus that causes bird flu has been proven to be transmitted between pigs and humans,
between chickens and humans, but there is no certainty about whether there is transmission
between wild birds and humans (Goldrick and Goetz 2007).

Symptoms of the disease include fever, cough, sore throat, muscle aches and pain in the lung.
Cases with pneumonia and respiratory distress are at risk of death. The disease is called blue death
because the body begins to turn blue when not enough oxygen enters the cells.

There is no definitive treatment for the disease. Protection is provided by vaccination.
Animals with disease factors need to be killed. Due to antigen changes in influenza virus, the
activity of the virus should be monitored and the content of influenza vaccines should be updated
every year (Aslan,2020).

Ongoing Pandemics

Hiv/Aids

The hiv virus is the cause of the disease. Hiv virus is known as the human immunodeficiency
virus. Hiv virus affects the mechanisms of the immune system in humans, causing the system to
collapse. The disease that hiv virus is a factor in is called AIDS. AIDS is known as acquired
immunodeficienicience syndrome. AIDS is an infectious disease in the zoonotic group (Undored
and Altinbas 2020).

HIV virus, which is a factor in AIDS disease, is the virus that causes the collapse of the
immune system by affecting cells involved in vital functions such as T cells, macrophages and
dendritic cells, which are auxiliary cells in the human immune system (Ozer and Suna 2020).
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Ways hiv/aids ate transmitted

HIV virus, which is a factor in AIDS disease, is found in the blood of people infected with
the highest rates. Genital secretions, phlegm, breast milk, saliva, tears and cerebral spinal fluid may
also be a disease factor. The most important factors that are effective in the transmission of the
disease factor are blood, genital secretions and breast milk.

Stages and Cemptons of HIV Infection

Primary Infection

Hiv virus, which is a factor in AIDS disease, first acts on macrophage/dendritic cells in
submucosal layers;

Approximately 87% of people infected with HIV 2-4 weeks after entering the body show
flu-like symptoms. . People infected with this stage have high rates of HIV in their genital fluids
and have a high amount of transmission (Lewthwaite and Wilkins 2009).

Serokonversiyon

This period, known as seroconversion, is the stage at which the body begins to produce
antibodies to the virus (Card et al.2008).

Asymptomatic Infection

The stage of asymptomatic infection is known as the latent period. At this stage, the disease
progresses quite insidiously. It does not show symptoms or symptoms. The duration of this period
varies from person to person. The reason for the difference in duration is due to the difference in
the health status and immune system functions of the person (Lever,2009).

Advanced HIV Infection/ Clinical AIDS

It is the stage where there is a significant reduction in immune system mechanisms, increased
proliferation of HIV virus, cessation of antigen production and increased susceptibility to
infections (Hazenberg et al.2003).

HIV /AIDS Treatment

The aim of the treatment, known as antiretroviral, is to suppress HIV replication and increase
immune functions by using drugs that control the proliferation of HIV virus, to keep the life
expectancy of infected people at normal level and to normalize the quality of life. Effective viral
suppression has a positive effect on the general health of the community by reducing the risk of
disease transmission among individuals (Akgul et al. 2018).
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Drugs Used to Treat HIV/ AIDS

Niikleozid Revers Transkriptaz Inhibitorleri (NRTT)

Nucleoside Revers Transcriptase Inhibitors interact with the catalytic region of the revers
transcripttase enzyme found in the HIV virus, a cause of AIDS disease (De Clercq,2007).

Nucleoside Revers Transcripttase Inhibitors have analogues 2',3'-dideoxynucleosine (ddN),
and the effects of drugs in this group are similar. After nucleoside Revers Transcriptal Inhibitors
enter the cell, they turn into 5'-monophosphate (ddNMP), 5'-diphosphate (ddNDP) and 5'-
triphosphates (ddNTP), respectively. The transformation process occurs before ddNMP acts as a
competiative inhibitor/alternative substrate of normal deoxynucleosite triphosphate (ANTP).

As a compelling inhibitor of the normal substrate, ddN'TP inhibits the merging of the normal
substrate with the DNA chain and participates in this chain as an alternative substrate in the form
of ddNMP. Thus, it acts as a de-chain terminator (De Clercq,2009).

Non-Niikleozid Revers Transkriptaz Enzim Inhibitérleri (NNRTT)

The first two classes of Non-Nucleoside Reversal Transcardase Enzyme Inhibitors are
known as 1-[(Zhydroxytoxy)methyl]-6-(phenylticyo)timin-structured compounds i.e. 4,5,000 with
HEPTO0.7-tetrahydro-5-methylimidazo[4,5,1-jk][1,4]benzodiazepin-2(1H)-on, Le. TIBO
derivatives (Pauwels et al. 1990).

Compounds of this nature primarily interact with the allosteric region of HIV-1 revers
transcriptasis. The drugs in this gup are also called specific inhibitors of HIV-1 (De Clercq,2004).

Protease Inhibitors (PI)

Protease Inhibitors carry a hydroxyetylene skeleton opened by the HIV protease enzyme,
which resembles a peptide bond but cannot be opened itself. The mechanism of action of drugs in
this group prevents HIV protease from performing its normal function; thus, the proteolytic
process of precursor viral proteins to mature viral proteins is prevented (Madruga et al.2007).

Fusion Inhibitors (FI)

Hiv virus, which is a factor of AIDS disease, creates fusion with normal cells thanks to gp41
in the membrane, transferring its viral RNA and viral enzymes to normal cells. Enfuvirtite, a physio
intibitary, was produced to prevent this fusion (Matthews et al. 2004).

The mechanism of action of drugs in this group is to prevent the virus molecule from fusing
with the outer cell membrane (De Clercq,2009).

Co-receptor Inhibitors (CRI)

Co-receptor inhibitors must enter the target cells to show their effects, and the correlators
used in M (macrophage)-tropical and T (lymphocyte)-tropical HIV lineages) should interact with
CCR5 or CXCR4. The mechanism of action of drugs in this group is the interaction of the co-
receptor and viral glycoprotein gp120, the interaction of gp120 with the CD4 receptor and the
fusion of gp41 and the outer cell membrane (Westby and van der Ryst 2005)
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The only CRI drug approved for use is maravirocytose (Perros, 2007), an antagonist ccr5.

Integrators (II)

The enzyme integral has attracted attention in the development of drugs against hiv virus.
The first clinically approved integral inhibitor (II) is raltegravir. The effect of raltegarvirin is on
thread transfer. This is the effect of elvitegravir. Elvitegravirin is effective in reducing viral loading
in people infected with HIV (Sulukan et al. 2009).

Covid-19

Coronaviruses are single-chain, positive polarity, enveloped RNA viruses in the
Coronavirinae subfamily of the Coronaviridae family in the Nidovirales class. The reason these
viruses are called coronaviruses is due to the latin word "corona", which means "crown" due to the
bar-shaped extensions found on the surface of the virus (Chen et al.2020).

The four structural proteins found in coronaviruses - the S (Spike) protein, the E (Envelope)
protein, the M (Membrane) protein and the N (Nucleocapsid) protein -- are responsible for the
formation of mature virus particles (virions) and the emergence of infection. The S protein is
responsible for the formation of spikes on the surface of the coronavirus. The protrusions on the
surface are responsible for the virus's adhesion to the host cell septators and its entry into the cell
M protein, which allows the virus particle to form with three different transmembrane regions, to
allow the virus to curve the cell membrane and bind to the nucleocap. Protein E is involved in the
packaging and release of the virus and viral pathogenesis. The N protein contains regions
connected to the viral genome in the RNA structure (Alpine and Unal 2020).

Ways Covid-19 Is Transmitted

The main way of transmission of coronavirus is the droplet path. The virus found in
respiratory secretions can make the healthy individual sick by direct contact with the mucous
membrane, while the infected individual coughs, sneezes or speaks through droplets. In finding a
new host for the virus, the contact of another individual is effective with the droplets that the sick
individual emits through coughing and sneezing (Giirsu,2020).

Stages and Cemptons of Covid-19 Infection

The severity of infection is divided into 5 groups: asymptomatic infection, mild form,
moderate form, severe infection, critical infection.

Asymptomatic Infection

It is defined for cases that have tested positive for coronavirus and do not show clinical
symptoms. Asymptomatic infection plays an important role in social transmission. This is due to
the absence of clinical symptoms in those infected.Babies and children who do not show clinical
symptoms play an important role in interpersonal transmission.
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Mild Form Symptoms

Fever, fatigue, muscle pain, cough, sore throat, runny nose, sneezing, symptoms of acute
upper respiratory tract

Symptoms of Medium Form

Pneumonia, usually fever and cough, wheezing in some cases

Symptoms of Severe Infection

Dyspnea, central cyanosis, decreased oxygen saturation, hypoxemia

Critical Signs of Infection

Acute respiratory distress syndrome, respiratory failure, multiple organ failure (Happy, 2020).

Covid-19 Treatment

The main goal in the treatment of coronavirus is supportive and symptomatic treatment.
First of all, the infected persons should be removed from the community and quarantined. Cases
with mild symptoms should be managed by home counseling without going to health centers. In
treatment, the body's water and electrolyte level should be kept to a certain extent, nutrition should
be taken care of, fever and cough should be checked. In cases where the body does not receive
enough oxygen, the face mask, high-flow nasal cannula, oxygen should be provided through non-
invasive ventilation. Mechanical ventilation and oxygen support may be required, and kidney
replacement therapy may be required in some patients. Antibiotics and antifungal should be used
in cases with two or more infections in the body at the same time (Jin et al. 2020).

Vaccines are the most effective way to prevent epidemics in the form of infections. This is
because it takes both costly and a long time to develop drugs suitable for treatment. Vaccines are
both a way to be used in the prevention of global epidemic diseases (DG et al. 2020).

Drugs Used to Treat Covid-19

Klorokin (CQ), Hidroksiklorokin (HCQ)

Although chloroquine has not been approved by the FDA in the treatment of coronavirus,
it has allowed use if doctors deem it appropriate. The FDA has not approved any therapeutic agents
or drugs for the treatment and prevention of coronavirus. Clinical efficacy and safety of
chloroquine in the treatment of coronavirus is unclear. Since doctors are successful in the treatment
of different diseases, they have approved the use of chloroquine.

Hydroxychloroquine is a chloroquine-derived drug.The mechanism of action of the drug
inhibits the enzyme polymerase, preventing the merger by interfering with the glucocytion of the
virus and cell receptors by increasing the ph of the place where the intracellular digestion of the
substance formed and taken by the combination of phagosome and lysosome occurs.
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Hydroxychloroquine is recommended in patients who will be monitored with outpatient
treatment and treated by hospital in the coronavirus treatment guide of the Ministry of Health in
our countty.

Favipiravir

Favipiravir RNA viruses have an effect by inhibiting the enzyme RNA-dependent RNA
polymerase. Favipiravir is an antiviral drug. Favirpiravir forms favipiravir ribofuranosyl-5B-
triphosphate, an active form of the body. For this activation process, favipiravir intraselecular
phosphoribosylasion occurs. Favipiravir ribofuranosyl-5B-triphosphate is a substrate of RNA-
dependent RNA polymerase and inhibits RNA polymerase enzyme activity. Since the RNA-
dependent RNA polymerase enzyme is found in many RNA viruses, favipiravir expands its
spectrum by affecting this enzyme.

Remdesivir

Remdesivir is in the antiviral drug group. It is used in the treatment of Ebola and marburg
virus infections. This drug is the precursor to nucleotide analoma, which is metabolized into the
intracellar adenosine triphosphate analogue, which inhibits the enzyme viral RNA polymerase.
Remdesivir is a wide-spectrous drug. It has a preventive and therapeutic effect in non-clinical
studies against coronaviruses.

Lopinavir/ritonavir(LPV/R)

Lopinavir, a combination of ritonavir, is used to treat HIV infection. It is a protease inhibitor,
one of the drugs used to treat AIDS. The enzyme protease plays a role in the processing of
coronavirus polyprotein. Lopinavir and rheaavirin have contrasting effects against coronavirus
separately and together.

Nitazoksanid

The drug nitazoksanid has strong in vitro activity against coronavirus. Apart from the
coronavirus, this drug has broad-spectrum antiviral activity against influenza, respiratory sysnsityal
virus, parainfluenza, rotavirus and norovirus The mechanism of action of the drug is associated
with the pathways regulated with the host during the proliferation of the virus.

Tosilizumab

The effect of the drug tosilizumab is caused by monoclonal antibodies due to membrane or
inhibiting soluble interleukin-6 receptors (tIL-6). This drug has been approved for use in the
treatment of rheumatoid arthritis patients.

Ivermektin

Ivermectin is a broad-spectrum FDA-approved drug effective against parasites. It has had
an effect on many viruses in studies on the drug. The mechanism of action of the drug ivermectin
inhibits the nuclear intake of the host and viral proteins. Ivermectin both acts on some Rna virus
infections and has an effect on some DNA viruses. In studies on the drug, the coronavirus has a
reducing effect on its effectiveness (Mutlu et al. 2020).
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Factors Affecting Viral Pandemics

Vaccines

Viral pandemics can be effectively prevented with inexpensive and effective vaccination
strategies. Vaccines protect against pathogens by stimulating primary defense mechanisms.

Vaccination is the process of applying a small amount of an infectious agent, such as viruses
or bacteria, to stimulate the immune system to recognize and respond to this agent. Vaccines are
often used to prevent infectious diseases. Vaccines are administered by injection. Vaccines are often
designed to stimulate the production of antibodies, proteins that neutralize foreign invaders in the

body.

To improve the specific immunological system through vaccination, the human body can
produce white blood cells (B and T cells) that can fight the pathogen (especially) in response to the
immune system, allowing the adaptive immune system to grow.

Since the disease is mostly a new type of virus in virus-induced pandemics, it is impossible
to produce a vaccine before the pandemic begins.

In the production of vaccines against pandemics, the disease factor is primarily stated. After
the disease factor is determined, it is replicated in the cultural environment and the vaccine is
produced. The spread of pandemics increases in the time spent in vaccine production. The vaccine
produced is specific to the disease factor determined. Vaccines are effective on the black virus. The
treatment of the infected person with the vaccine is limited (Sahin and Demir 2020).

Antiviral Drugs
Antiviral drugs are used in virus-induced infections. It is used in the prevention and treatment
of virus-induced infections. In viral pandemics, the treatment of the disease is either through the

application of vaccines or the use of antiviral drugs to prevent the disease before the disease occurs
(Carrasco et al. 2011).

Virus-Related Protein Use
The protein associated with the virus contains anti-idiotypical antibodies, natural ligands of

the receptor and anti-receptor antibodies. The mechanism of action prevents the virus from
binding to host cell receptors and entering the cell before the viral infection begins.

Reverse Transcription Inhibitors/ Revers Transcription Inhibitors
Nucleotide or nucleoside analogues, similar to the building blocks of ribonucleic acid or

Deoxyribo nucleic acid, are used as antiviral drugs. Since the mechanism of action is not 3'OH in
analogues, viral Ribonucleic acid or Deoxyribo blocks enzymes that synthesize nucleic acid.

Antisense

When the virus genome becomes active in the host cell, it produces mRNA molecules that
play a role in the synthesis of viral proteins. mRna production begins by proteins. Antisensors are
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drugs made from short segments of DNA or RNA that can bind to their viral genomes as a
complement and prevent transcription of the viral genome.

Ribozim

When the virus genome becomes active in the host cell, it produces mRNA molecules that
play a role in the synthesis of viral proteins.mRna production begins by proteins. Antisensors are
drugs made from short segments of DNA or RNA that can bind to their viral genomes as a
complement and prevent transcription of the viral genome.

Protease Inhibitors

Protease inhibitors developed for the treatment of HIV/ AIDS and hepatitis C are widely
used in the treatment of these diseases. Some viruses break down viral protein chains after
translation with the enzyme protease within the target cell, creating virions and spreading them in
cells that are not infected with disease factors. Protease inhibitors take effect by inhibiting the
enzyme viral protease.

Interferonlar

Interferons suppress the disease-causing virus factor by strengthening the body's immune
system instead of attacking the disease-causing virus factor.nterferon viruses prevent their
proliferation.Interferons are signaling proteins produced due to the presence of several viruses in
the body.Interferons are cytokines synthesized by cells in viral infection. It shows its effect by
enabling communication between cells to strengthen the immune system against disease-causing
factors.Interferons have opposite effects on the proliferation of viruses by protecting cells from
virus infections.

Conventional Plasma Treatment

Conventional plasma therapy, which is used to treat and prevent epidemic diseases, is the
treatment of the disease by taking blood from people who have suffered from the disease,
separating antibodies and giving them to sick people (Sahin and Demir 2020).

3. RESULTS AND RECOMMENDATIONS

Pandemiler epidemics that are effective worldwide. An epidemic pandemic not only is it
widespread and the mortality rate is high, but it is also contagious must be high. Affecting human
history pandemilere Although various methods have been applied in the treatment of related
diseases for centuries, there is no definitive treatment method. Her pandemiye there is a unique
way of treating the disease. These semptomatik and supportive treatment, lac treatment and
vaccination of healthy people pandeminin to reduce the effects. Pandemileri investments in
preventing factors increase,Ar-Thanks to the development of ge studies, we may face in the future
pandemic we strengthen our hand in their dangers.
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An Application of Distributed Order Differential Equations to a HIV
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Ilkem TURHAN CETINKAYA “’

1.Introduction

In many fields of science and engineering, fractional differential equations are frequently
encountered. Since fractional order differential equations are more realistic than ordinary
differential equations, the researches give more attention to this subject, recently. The distributed
order differential equations (DODEs) are also one of the important subjects in fracture analysis
because of the density function included. Detailed information about distributed order fractional
operators and their applications is given in (Ding et al., 2021). A numerical method for the DODEs
in which the derivative is Caputo type is presented in (Diethelm & Ford, 2009). Some theorems
are given for the convergence of the presented method. The study is supported by numerical
examples. Dielectric induction and diffusion problems are modeled by DODEs in (Caputo, 2001).
Katsikadelis presented a numerical method to linear and non-linear distributed order fractional
differential equations in (Katsikadelis, 2014). Another efficient method for linear and non-linear
distributed order fractional differential equations is presented in (Jibenja et al., 2018). This method
is based on a hybrid of block-pulse functions and Taylor polynomials. The effectiveness of the
method is presented by numerical examples. Najafi et.al. gives detailed theorems and definitions
about distributed order fractional differential equations including non-negative density function in
(Najafi et al., 2011). The proposed procedure is applied to a model of the solar-wind-driven
magnetosphere-ionosphere to check the stability.

Many methods are available in literature to solve mathematical models. NSFD schemes
developed by Mickens are very popular methods in solving differential equations leads from
engineering and science (Mickens, 1989; Mickens, 1994; Mickens, 2002). The method is very
popular since it is simple to construct and it gives opportunity to resolve the numerical instabilities.
The basic procedure for determining denominator function and some applications is given in
(Mickens, 2007). For detailed literature survey, one can check (Patidar, 2005; Patidar, 20106).

Recent studies show that NSFD schemes can be applied to the DODEs. A model of
distributed order fractional multi strain Tuberculosis is considered in (Sweilam et al., 2020). The
system of differential equation is discretized by NSFD scheme and midpoint quadrature. Numerical
simulations are presented. A smoking model of distributed order is presented in (Kocabiyik &
Ongun, 2021). NSFD shemes are used to discrete the model. Some theorems are given to analyze
the stability of the model. Numerical simulations and phase portraits are presented. To present the
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effect of the NSFD schemes, comparison with another two methods is done. A distributed order
Malaria-Ross model is presented in (Kocabiyik, 2022). The model is discretized by NSFD schemes.
In the view of the Jury conditions, the stability analysis is examined. As another example of
DODE, SVIR model can be given (Kocabiyik et al., 2021). Numerical analysis and stability analysis
is presented by using NSFD schemes. The numerical results for the different density functions are
presented in graphical form.

In this study, it is aimed to give an application of DODEs on a biological model. So, the
nonlinear system of ordinary differential equation given in (Perelson et al., 1993 ) and (Perelson &
Nelson, 1999) is considered. The model presents the effect of the HIV infection on CD4" T cells
which has an important role on immune regulation. The same model is considered in (Ongun &
Turhan, 2013) and it is approached by NSFD schemes developed by Mickens (Mickens, 1990) and
(Mickens, 1993). They also present the stability analysis of the model. In this study, we rewrite the
HIV model in distributed order form. The distributed order model is discretized by NFDS
schemes. The equilibrium points are determined and stability analysis is performed. The detailed
comparison is presented with the results obtained in (Ongun & Turhan, 2013).

2.Basic Definitions on Differential Equations of Fractional and Distributed Order

This section presents the basic definitions of fractional and DODEs. Some of them can be
listed as below:

Definition 2.1. (Podlubny, 1999) Assume that f (f ) is a continuous in the range of [cz,f] and

(n+1)-th times differentiable function. Let # be an integer and a satisfy » < a < n + 1. Then
Grinwald-Letnikov fractional derivatives of order a is defined by

o2 1) =i S § -0

i i (f_d)—a+/é f(/e) (g) . 1 j.(i—r)ﬂ_a f(,m) (Z')df.

= T(-a+k+1)  T(-a+n+1)
Definition 2.2. (Podlubny, 1999) Assume that [ (f ) is an integrable function in the range of [ﬂ, t ]
and n—1<a <n,n € N* Then, Riemann Liouville fractional detivative of order o is defined by

1 & )

ar.
C(n—a)d’” (;—r)“_”+1 ‘

RLDxaf(f) =

Definition 2.3. (Podlubny, 1999) Assume that [ (f ) is an integrable function in the range of [ﬂ, t ]

and n—1<a<n,n € N*. Then, Caputo fractional derivative of order « is defined by

L M)
1"(;7—05)](;‘—7)“_”+1 i

CDz‘af(j):

a

Let us give the definition of approximate Grinwald-Letnikov formula since it will be used in this
study:

Definition 2.4. (Meerschaert & Tadjeran) For DODE:s, the approximate Grunwald-Letnikov
formula is defined as
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o DI (1) =lim b Y (1) [‘fjf(f—z'b)
or e

GLDfaf(i)=291af(fn—;)’” =1>23"'377
=0

where / is very small; and for / =0,1,2,..,%, ¢* = (l _H_aj g7, and g5 =h"" .(Dorciak, 1994).

3.An Application of DODEs

In this section, an epidemic model for the HIV infections of CD4" T cells given in (Perelson
et.al., 1993) and (Perelson & Nelson, 1999) is considered. The model is converted to the distributed
order form. The model is discretized by using NSFD schemes. Equilibrium points and Jacobian
matrix of the discrete model are determined. Applying Schur-Cohn criteria, the stability analysis is
presented. Also, some numerical comparisons are given to present the effect of the NSFD schemes
for different step sizes.

The reason of the prefer NSFD schemes which is first developed in 1989 by Mickens
(Mickens, 1989) is to be a very useful method since it has a big role in dynamical consistency. Also,
NSFD schemes lead to obtain the effective results with less effort.

Let us give short procedure about the application of the NSFD schemes to an ordinary
differential equation. Taking into consideration of the first order ordinary differential equation
given as

dx

(A
” 2(x,4),

the discretization procedure can be expressed in the following form:
t—>t, x(t)>x, g(t)> g(2,), ——>2—=,

where A is a parameter and ¥ is the denominator function which can be determined as

)
1—e*

K

lr//:

One can see more details about constructing NSFD schemes, determining denominator functions
and the extended applications of the method in (Mickens,1989; Mickens, 1994, Mickens; 2002;
Mickens, 2005; Mickens 2007).

3.1.Discretization of Distributed Order Model

In this section, we rewrite the model of HIV infections of CD4+ T cells presented in
(Perelson et.al,, 1993 ) and (Perelson & Nelson, 1999) in the form of DODEs as

f Mj—wow)

Dd(a)T(l):p—aT(z‘)+rT(z‘)[l—

max
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D'1(2)= k17 ()T (2)-BI(#),

2

M
DI (1) = NBI ()71 (2),

where, T(2), I(2) and 17(?) are the size of uninfected CD4" T cells, the size of infected CD4"
T cells by the HIV viruses, and the size of HIV virus particles in the blood, respectively. The
positive parameters £ and N are the rate constant of infection and number of the produced virus
particles by each infected CD4+ T cells (Wang & Li, 2006). The maximum level of CD4+ T cell
population in the body and the rate of average specific T-cell growth are denoted by the parameters

Tmax and » (Perelson et.al. 1993). The positive constants p, &, 8, and ¥ denotes the source of
CD4+ T cells within the body, the death rate of CD4+ T cells, the death rate of the infected cells,
and the rate of viral clearance, respectively (Naresh et.al., 2009), (Nowak & May, 1991) and (Yang

& Xiao, 2010). d (a ) is the density function.
Applying NSFD schemes to the model (1) and considering approximate Griinwald-

Letnikov derivative formula which is obtained by definition of DODE, the following discrete
system is obtained:

4= =0 j n n+l s

zw MZHH qa/errn-ﬂ—i :p+(7"_d)T+1 -r T;Hl (’Tn +In)_éT/ﬂT
w Tmax
a4 d n+
ZM%&)Z/L g7 L =RV, T+ B,

@)
m d a n+ a
Zkzl ( k)Zj_ijkVnJrli:Nﬂln_}/Vn'

m

In this discrete system, for ; =1,2,3 and 0 < &, <1, it is obtained that 4% = (Q (b)),%

with approximate Grinwald-Letnikov derivation formula. The expressions 0, (/7) are the
denominator functions obtained by NSFD schemes and for this system, the denominator functions

are chosen as

e(ﬂ*f’)/y _ 1

a-r )i - 14
To rearrange the discrete system (2), by expanding first term of the sum

n+l n+1

(23 a, (23
Z%‘anH—z =q,' T, + Zq/'kTm—z
J=0 J=1

and with the help of Griinwald-Letnikov formula , (6, (4)) ™ can be written instead of g* . So

the first term of the discrete system is

. dla -a, g ’T;H_
Z/HM((@ (/7)) T, +Z/-:11 4/1&1;‘) = p+(7’_“)Tn+1 _rT_1(D +In)_’éT/nTn+1

m
©)

max
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d(a,

Va

) =M into Eq. (3), T, is obtained as

Substituting z;

a, n+l o,
P_M(% R+Zj:29j T;HH)

M’(@1 (/9))_0% +a—r+r]?L’+/éT/,l |

max

T =

n+l

Let us apply the same procedure to the second or third equations of Eq. (2) :

n+1 n+1 n+1

12 Q Q a & @
quqm—z =4y L, +Zq//€1ﬂ+1—i =4y La+q'l, +quqﬂ+1—f
j=0 J=1 J=2

n+1 n+l n+1

o7 N 7 N9 (27 a
qu k\/n+1—i - qO k\/n+l + qu IK\/nJrl—i - qO kVn+1 + ql kVn + qu k\/r1+l—i
=0 =L =2
Inserting these expressions into the system, finally, the discrete system is obtained as
g p V! ) y, V!

a, n+1 o,
P_M(% R+Zj:29j T;HH)

" M(6,(h)) ™ +a—r+rTﬂT+I” o
. VT, =M (g7 1, + X g ) |
) M(6.(4)) " + 5
“
. MgV T )
i M(6,()) “ +7

3.2.Equilibrium Points and the Jacobian Matrix of the Discrete System

In this section, the equilibrium points and the Jacobian matrix of Eq. (4) will be determined.
The following equations should be solved to determine the equilibrium points of Eq. (4):
p—MOT,

T= T +1
M(@l(/o))iak +a—r+r ; L4k

_ kT, —MOI,

S Mm(B,0) B
©)

_ NI, -MoV,

M(6,(5)) " +y
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n+l 4
£ —
where Z/:O 1 = Q :

Firstly, choosing ; =1~ =0 and solving the first equation of Eq. (5) the equilibrium points

and E, are obtained as

-T._ . (]\/[771 +a —r)-l—\/(Tmax (]\/[771 +a —r))z —4rT_ p
E = > 0,01,
r

-T._ . (Z\/D]1 +d—r)—\/(me (]\/Ii]1 +ﬂ—l"))2 —4rT_ P 0
2r ’

E: O:

b

where
n=0+(6,(n)".

Secondly, in the case of | w1~ =0 , the equilibrium point can be expressed as

E, = (631 135633 ) , where

, M+ f)(Mn, +7)
. N Bk ’
7 NBE(6, (1) (6,(h))" (B+Mm, ) (Mrn, + kT, NB+ry)

) £(6,(h)) (6,(h)) (ﬂ+Mn2)(Mn3 +y)[r(Mn, +7)+£T, NB]
e =(0,(0))" (6,(0))™ {=rmimi M* +n,m, (<1 N Bk, =20 (yn, + B )) M =| T, N B&(n, (yn. + Bn,)
w1, (a=r))=r(m, (ym, + Bn,) 11, (a=r)) | M* =[ T, N Bk (a=r)(yn, + B, ) + 1.7
+2rBy (yn, + Bn,) [ M + B [TmaxN/é(Np,é ~y(a=r))- r}/z],
e, = (0,(0))“ (0,(h)) ™ {=rmim; M* =0, (T, N Bl +2r (m,y +1,8)) M’
| T NBE(n (. 1.B) + (a =) mn, )+ (6, 0)) “ may (408 + 48+ )+ o) |
= B| T NE((a=r)(my +m,8)+mBy )+ 27r((a—r)(my +m,8) +n.8y) | M
+ B[ T, NE((r—a)y + pN&)=r7 ]},
m,=0+(6,(h) ",
n,=0+(0,(h)

Also, the Jacobian matrix which is necessary to analyze the equilibrium points of the discrete
distributed order HIV model is obtained as
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Ju Ji T
](T’LV): Joi Ju Ju |
O j32 j33

where

a T I n+
—Mqﬁ[M(@l(/y)) +a—r+r T+ +éVj Tr ( ( U+ Z 124/ ;m;))

max max

Jn = 2 )
(M(Hl(/y))ak +zz—r+rT”T+I” +/éVﬂj
. r ( T +z Zq/ n+l 1)
Ji2 __T 2>
- (M(Hl(/y)) +cz—r+rT”+ Ltk ﬂ}
| ~M (g T+ Y T
Jis ="k )
(M(el(/y))‘“wa—rwn um/j
o kT,
J21 M(@Z (/9)) " 5 )
Jn = _M%% >
M(6,(h)) " +p
o kT
J2 M(t92 (/9)) a B
o Np
Ve M(@ (/9))70% +7,
—M. P
I3 = 7

M(‘gz (/7))7% Ty .

3.3.Stability Analysis of Equilibrium Points of HIV System

In this section, the stability of the model will be examined. The following Lemma and
Theorem are one of the important lemmas and theorems for determining locally asymptotically
stability of the equilibrium points. One can find some detailed definitions and theorems about
locally asymptotically stability in (Jury, 1964), (Elaydi, 1999), (Gopal, 2009), (Richter, 2002), (Allen,
2007).
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Theorem 3.1. (Richter, 2002) Let the equilibrium point of the difference equation
x,,=F (Xﬂ) be X and assume that the function F is a continuously differentiable function

defined on some open neighborhood of an equilibrium point X. The equilibrium point X is
locally asymptotically stable, if absolute values of all the roots of the characteristic polynomial are
less than one. Otherwise, the equilibrium point X is unstable.

Lemma 3.1 (Schur-Cohn criterion for n=3). (Elaydi, 1999) Let the characteristic
polynomial be p(A)=A"+¢A° +c,A4+¢,. The solutions 4, ;=1,2,3 of 2(4)=0 lic inside
the unit disk if the conditions below are satisfied:

i 1+e¢ +c, +¢;>0.

ii. 1—¢, +¢,—¢; >0

iii. 1—c§ > |£2 —0361| .

In the view of Theorem 3.1, the following theorem can be given.

Theorem 3.2. The equilibrium point £, of HIV system (1) is locally asymptotically stable if
following conditions are satisfied.

i.

‘2(91 ()| T M +(6,(5))" O, (a=r)M +(6,(5))" gp}‘ <[ (14(0.(0)) " )02
+M(6,(5))" (—2Tmaxf—Q(91 (4))" +zv)+((¢91 (b)) )((—7’+4)W+Tmax (~r+a) —2;75)
‘MQ [M((@ (5)“ +(6, (/a))“é)+ﬁ+y}—{MiQ2 (ﬁ—M((@S (h) ™ =(6,(5)) ™ )—}/)
AL (0,(1) “ (0.(5)) “ e+ M(0,(1) “ 1+ BM(6,(1)) " e+ Bre|
< 2‘(1\4 +r(0.0)) (M +p(0.(1) ")

‘M’Q[M ((6.) " +(e.(0)) ™ )+ 8 +7}+{MZ,QZ (B=n((0.()) ™ ~(0.(0)) " )_y)z

5

2

5

1/2

M (0,(4)) (6, (5) “ ¢+ M(6,(5)) “ y5+ BM(6,(5)) “ &+ Pre |
< 2‘(2\4(93 (5))“ +7)(M(0.()) “ + )

where,

o P P e |

b
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%N,B(—Tm ((Q+(01 (h) ™ )M+g—r)+w)

r

g:

Remark 3.1. Since the equilibrium point g, of HIV system (1) leads to complicated process,

the examination of stability of the equilibrium point f, is given in the numerical results section.

3.4.Numerical Results

In the view of Lemma 3.1 and Theorem 3.2, the stability of the model will be examined for
the equilibrium points E; and E; which have biological meanings. So, the parameters given in

(Wang & Li, 2010) and also used in (Ongun & Turhan, 2013) are considered to be able to compare
the stability results. These parameters are given as

&=0.0027,8=03,T,, =1500, p=0.1, «=0.2, y =24, , N=10-

x

During the analysis the step size is chosen as 4/ =0.01. In addition, to show that DODEs are
the general case of ordinary differential equations in some way, the density function is chosen as

d(@)=1.To compare the results with (Ongun and Turhan, 2013) in which the system is ordinary
differential equations the parameter of the average specific T-cell growth rate is chosen as »=0.05
. So, by substituting equilibrium point E; into Jacobian matrix, the characteristic equation is

obtained as follows:

p(A)=2"—0.0120814% —979898.331 + 6517.47 .

According to Schur-Cohn criteria, it can be seen that

1. 1—0.012081—979898.33+ 6517.47 =—973379.87 < 0.
2. 1+0.012081—-979898.334 +6517.47 = —986414.80 < 0.
3. (1-6517.47% ) —|-979898.33 — (—0.012081x 6517.47)| = —4345.10 < 0

Since none of the condition of the Schur-Cohn criteria is satisfied, the equilibrium point E,

is not stable as in (Ongun & Turhan, 2013). At the same time, the solution of characteristic equation
is

A, =0.006651, A, =989.89, A, =—989.89.

Since all of the absolute values of eigenvalues 4, ;=1,2,3 is not smaller than 1, it is
approved that the equilibrium point is not stable.

For another comparison, by choosing »=0.8, it is obtained that
p(A) =2+ A +o,A+e,
where
¢, = 3495.7956, ¢, = —24.5591, ¢, =19399.67520 .
By using the values in the Schur-Cohn criteria,

1. 14¢, +c, +c, =—15927.4386 < O
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2. 1—¢, +¢, —c, =15880.3203> 0 ,

3. 1—c; —|e, —¢3,| =—0.4441.10" <0

is obtained. So, similarly, the equilibrium point E, is not stable as in (Ongun & Turhan, 2013).
Now, let us choose the parameter as »=0.001. The characteristic equation for the

equilibrium point E; is obtained as

p(A)=2+0.0053822% —0.0021451 —0.000022 .

The root of the characteristic equation is obtained as 2, =—0.01093, A, = 004851, A, =—0.04296
. Since |/11| <1, in this case, the equilibrium point is locally asymptotically stable as in (Ongun &

Turhan, 2013). In addition, using Schur-Cohn criteria, it is satisfied that

1. 1+¢, +c,+c;, =1.00321>0.
2. 1—¢, 4+ ¢, —cy =0.99249 >0 .
3. 1—¢5 —|e, —3¢,| =0.99785> 0.

Now, let us compare the stability of the equilibrium point g, by choosing r =0.8. The

characteristic equation is obtained as

p(A)=2"—0.005434" —147344.331 +0.01474.

According to Schur-Cohn criteria

1. 14¢, +c,+c, =—147343.3411<0 .
2. 1—¢, 4+c, —cy, =—147343.3597 <0 .
3. 1=¢; —|e, —e50| =—147343.3505 < 0.

is obtained and it is seen that the equilibrium point E; is not stable.

On the other hand, as is known, discretization is depended to density function. So, under
different circumstance, the density function can be chosen different. Due to this reason, unlike the

other examples, let us choose the density function and the parameter r as 4 (0!) =3a+1, a=0.1

and 7 =0.003, respectively. For the equilibrium point E,, the characteristic equation is
p(A) =2+ +e,A+¢y,
where ¢ =—0.15658, ¢, = —0.05652 and (3 = 0.00842. Considering Schur-Cohn criteria

1. 1+¢,+¢,+¢,=0.79531>0.
2. 1—¢,+¢,—¢,=1.09163>0.
3. 1—¢5 —|e, —3e,| =0.94472> 0.

The equilibrium point E; is locally asymptotically stable because of satisfying all three conditions.
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characteristic equation of the equilibrium point E; is found as

p(A)=2"+0.00564% =1.00932 +0.0035.

As another example by choosing 4 (0!)=20(-1 , a=0.005 and r=0.05, the

Since the roots of the interested equation are A4, =0.00358, 4, =1.00004, A, =-1.00922, the

equilibrium point E, is not stable.

As mentioned before, NSFD schemes are very effective methods. To show the effectiveness,
finally we present the comparison of the convergency of the method in Tablel and Table 2. The

compatibility of the results with (Ongun & Turhan, 2012) is seen.

Table 1. Stability of equilibrium point E; under application of different methods for different step-

size b. (r=0.001, z(a)=1)

h Theta Method Fourth-Order Distributed Order
Runge-Kutta NSFD schemes
Method

0.0001 Conv. Conv. Conv.

0.001 Conv. Conv. Conv.

0.1 Conv. Conv. Conv.

0.8 Conv. Conv. Conv.

1 Div. Conv. Conv.

5 Div. Div. Conv.

10 Div. Div. Conv.

Table 2. Stability of equilibrium point E; under application of different methods for different
step-size 4 .(r =0.05, d(ar)=1)

h Theta Method Fourth-Order Distributed Order
Runge-Kutta NSFD schemes
Method

0.0001 Conv. Conv. Conv.

0.001 Conv. Conv. Conv.

0.1 Conv. Conv. Conv.

0.8 Div. Conv. Conv.

1 Div. Div. Div.

5 Div. Div. Div.
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10 Div. Div. Div.

CONCLUSION

In this study, a model defines the HIV infection of CD4" T cells is rewritten in distributed
order form. The advantage of rewriting HIV system by DODEs leads from the density function
included in the derivative. By density function, DODEs can be regarded as the general case of the
interested ordinary differential equation. So, under different circumstances, the behavior of the
differential equation can be interpreted. In the discretization of the model, NSFD schemes are
used. The stability analysis of the equilibrium points is presented. The stability results correspond
to ordinary differential equation model is compared with the results in literature. Also, the
efficiency of NSFD schemes for big step-size is presented in Table 1 and Table 2 by comparing
with Theta method and Fourth-Order Runge-Kutta method. The effect and the importance of the
NSFD schemes on convergency can be clearly seen from Table 1 and Table 2 for the big step size.
By making detailed comparison of the stability results with the results given in literature, it is
concluded that NSFD schemes can be applied to the system of DODEs.
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Analysis of the Charge Transport Properties of Bis Chalcone Derivative from
the Reorganization Energy, Band Gap under the Different Electric Fields
and Results of Bond Length Alternation for Efficient Organic Field Effect

Transistors

Gul YAKALT
Abdullah BICER
Giinseli TURGUT CIN

Introduction

The n-conjugated organic molecules especially including polyaromatic systems have attracted
considerable attention in the optoelectronic field due to having properties of stability, flexibility
and delocalization of charges, etc (Siddiqui et al, 2012: 339, Cias et al, 2011:14519). These properties
provide enhancing the charge transport rate therefore optoelectronic device performance by
decreasing band gap (AE). Especially, n-conjugated containing thiophene backbone have
considerably attention in semiconducting materials recently (Zhang et al., 2012: 879, Zhang et al.,
2008: 5148 ).

Theoretical and experimental studies including Marcus FElectron Transfer Theory and
Density Functional Theory (DFT), single crystal x-ray crystallography (SCXRD) are very important
methods to evaluate the charge transport properties of the molecules. Marcus Electron Transfer
Theory is the powerful way for understanding the electron and hole transfer behavior of the organic
semiconductor molecules in material science (Chai et al, 2011:3219). According to Marcus Electron
Theory, the charge transfer rate strongly depends on the parameters of reorganization energy and
charge transfer integral. The reorganization energy (A1) can be said that the change in the molecular
geometry when an electron is added or removed from a molecule (inner reorganization) (Zhu et al,
2016:1078). For efficient electron or hole injection in the optoelectronic device form, it is desirable
that reorganization energy is small (Q1 et al, 2020:3677). Beside the reorganization energy, HOMO
and LUMO orbitals, energy band gap value under the different electric fields play an important
role to determine the mobility since electronic devices are operated under the electric field.
Evaluation of theoretical results give the comprehensive information about the organic pi-
conjugated molecules for their device forms whether they can be used as an optoelectronic device
or not.

The charge transfer integral of the conjugated molecules is highly desirable large that it is
evaluated from the molecular arrangements of the molecules in solid phase obtained from SCXRD
data. Solid film or the crystal phase of the molecules give the excellent information the device
performance by considering their aggregation phase which created noncovalent interactions intra-
intermolecular hydrogen bonding, intra-intermolecular = -+ T0 stacking interactions, short

! Assoc. Prof. Dr. Giil Yakali, Izmir Katip Celebi University, Engineering Sciences, Orcid: 0000-0002-0015-5948
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interactions between the atoms and C—H -+ T interactions in the crystal structure not only single
molecule since molecules display aggregation in their solid phases through collective interactions
between each other ( Yao et al, 2018:9, Herman et al, 2016:3). High intermolecular overlaps and
close intermolecular contacts in the crystal structure are benefical for better performance of organic
devices especially, organic semiconductors. According to reported results about the -+ Tt stacking
modes ,the antiparallel H type stacking which shows more overlap between the rings and | type
stacking mode which shows less overlap or parallel displaced mode between the rings increases the
optoelectronic device performance (Banerjee et al, 2019:2248, Li et al, 2020:970). Therefore, the
high performance for n-type organic semiconductor with the small reorganization energy may be
attributed to favourable 7--- Tt stacking mode with the close perpendicular distance (3.0A— 4.0 A)
between the rings and structural rigidity with the perfect planar structure.

Ionization potential (IP), electron affinity (EA) are the important parameters to define
electron and hole injection barriers. The IP value must be small for efficient hole injection into the
HOMO of the molecule while EA value must be large to obtain efficient electron injection into
LUMO of the molecule. The lower the IP of the hole transport layer (HTL), the easier will be the
injection of holes from ITO (indium tin oxide) to HTL, the higher the EA of the electron-transport
layer (ETL), and the easier the injection of electrons from the cathode to ETL (Lin et all, 2003:5241,
Chai et all, 2017:697, Briickner et al, 2017:17603).

In present work, to analyze optical and electronic properties of the molecule, results of the
theoretical calculations and SCXRD datas were interpereted and structure property relationship of
the molecule was studied. Experimental and theoretical results demonstrated that this molecule
can be used as an efficient electron transport material for OFET applications with the excellent
properties in terms of small reorganization energy, high electron affinity value and desirable pi...pi
stacking interactions mode in solid phase giving the information about charge transfer integral and
modified to decrease reorganization energy and increase charge transfer integral.

Method

Density functional Theory Calculations including B3LYP functional and 6-311G basis set
were performed to evaluate electronic and optical properties of the molecule for the use an organic

semiconductors devices by using the cif file data obtained SCXRD experiment with the Gaussian
software (Taydakov, 2016:32, Tsiper, 200:47).

According to Marcus Theory, the charge transfer rate is determined by the following
equation.
2

14
W= (/A kgT)Y2exp (—1/4kgT)

Here, V and A1 atre the transfer integral and reorganization enetgy, respectively The A is
divided into two parts as Ak, which represents to the geometry relaxation energy of one molecule

from neutral to charged state and A2, represents to the geometry relaxation energy from charged
to neutral state.

A= )-71@1 + A?‘el
Aanion = 171‘31 + A?‘el = [E(l) (M) — E© (M)] + [E(l)(M_) —E© (M_)]

Acation = )L11"el + A?’el = [E(l) (M) - E(o) (M)] + [E(l) (M+) - E(O) (M+)]
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Here EM (M) is the neutral energy the optimized charged geometry, E O (M) is the energy
of the neutral geometry. E ) (M™)-E ) (M™) are the energies of the charged state at the
optimized neutral geometry and E O (M™)- E@(M™*) are the neutral energies of charged states.
In the calculaion of ionization energy, the adiabatic ionization potential (IPa) and vertical ionization
potential (IPv) have been calculated as the following equation.

IPa = E°(M)* — E9(M) and IPv = E°(M)* — E°(M)

The adiabatic/vertical electron affinity (EAa)/(EAv) of all molecules have been calculated
as following equation;

EAa=E°(M)-E°(M)~ and EAv=E°(M)~—E'(M)"~

Results and Discussion

The optimized geometries of the compound in the neutral state created through the cif file
of the single crystal x-ray diffraction data are demonstrated in the Figure 1. The moieties of the
molecule have a slightly twisting and rigid molecular geometry in solid phase with the dihedral angle
of 75° between the molecule plane and cyclohexane ring. The main aim of this study is to examine
the molecular geometry and noncovalent interactions on its energy levels and charge transport
properties. Therefore, HOMO and LUMO levels, ionization potential, reorganization energy,
electron affinity were interpreted by taking into account the geometry and interactions of the
molecule in solid phase. In addition, The electronic properties of the molecule under the different
electric fields were investigated in the y direction which is the possible direction of charge transfer
channels since the pi...pi stacking interactions are created along the y axis in its solid phase or
crystal structure.

The molecule shows symetrical structure with the central cyclohexane ring and tiyophene
rings at the ends of the molecule skeleton. Since the molecule is symmetrically twisted from the
molecule plane it can be visualized as a propeller. The optimized geometric parametersof the
molecule in neutral, anion and cation states are presented in Table 1.

Figure 1. The optimized geometries of the studied compound.
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Table 1.Bond Length Alternation Values of the compound

Index Notr Anion Cation A(C—-N) A(A—-N)
a 1.72796 1.74615 1.71584 0.01212 0.01819
b 1.36811 1.36911 1.38465 0.01654 0.0010
c 1.41490 1.41311 1.39469 0.02021 0.00059
d 1.38305 1.39508 1.40679 0.02374 0.01203
e 1.43944 1.42518 1.41167 0.02777 0.01426
f 1.35429 1.37604 1.37920 0.02491 0.02175
g 1.50143 1.47283 1.49347 0.00796 0.0286
h 1.22652 1.25818 1.22335 0.00297 0.03166
1 1.50144 1.47280 1.49355 0.00789 0.02804
i 1.35428 1.37605 1.37922 0.02494 0.02177
j 1.43943 1.42516 1.41166 0.02777 0.01427
k 1.38303 1.39507 1.40686 0.02383 0.01204
1 1.41491 1.41310 1.39467 0.02024 0.00181
m 1.36811 1.36910 1.38469 0.01658 0.00099
n 1.72797 1.74616 1.71586 0.01211 0.01819

The reorganization energy of the molecule can be predicted from the change in the molecular
geometry optimized neutral, anion and cation states. When a molecule gains or loses charges, it will
relax its molecular geometry for a new charge distribution. Due to the extended pi system, the
change in the molecular parameters of the studied molecule are observed over the entire molecule.
The bond length alternation (BLLA) based on reduction and oxidation displayed small changes that
BLA values upon reduction for the molecule are considerably larger than that of oxidation; this
result verify the reorganization energy for electron is greater than those for hole of the molecule
which support the results obtained from reorganization energy calculations (Table 2). In addition,
the torsion angles about the cyclohexane ring in the molecule are 173.80, 174.46 and 158.86 for the
neutral anionic and cationic states, respectively which supports the creation smaller geometrical
changes in the anionic state than that of cationic state, also. According to following equation, the
small reorganization energy (4) which is supported by a smaller geometrical relaxation with respect
to the neutral geometry is favorable to get high charge transport rate. Therefore, it can be predicted
that studied molecule has electrons as a charge carriers and feature of the n-type molecule due to
small electron reorganization energy value (0.20 eV).

2

14
W= (/A kgT)Y2exp (—1/4kgT)
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Table 2. The value of the reorganization energies of the compound.

Compound Bosluk reorganizayon enerjisi Elektron reorganizasyon enerjisi
(V) (V)
Bis-chalcone 0.23 0.20

Table 3. The value of the iyonization potenteial and electron affinitiy of the compound.

Strong stacking interactions of the compound

Stacking parameters Cgl Cgl | Cg2---Cg2 Cg2-+-Cg2 Cgl Cgl
(pathway 1) (pathway 2) (pathway 3) (pathway 4)

Pitch angle (P: ©) 26.7 213 18.6 241

Roll angle (R: ©) 3.9(2) 5.3(2) 5.3(2) 3.9(2)

Pitch distance(d,: A) 1.95 1.55 1.30 1.78

Roll distance (d,: &) 0.26 0.36 0.36 0.26

Slipping angle (B: °) 24.1 18.6 213 26.7

Interplanar distance (dyy: A) 3.875 3.982 3.875 3.982

In device applications of organic m-conjugated systems beside the taking into account the
reorganization energy, the molecular arrangement and assembly of molecules are considered to
determine the charge transfer integral given in the equation 1 which is the parameter defined the
molecular interaction between the adjacent fragments of the molecule through noncovalent
interactions in solid phase. Molecular arrangements in solid phase created by pi..pi (ring...ring)
stacking interactions provide charge transport channels between the aggregated molecules. In this
molecule, the antiparallel H type with helical stacking interactions in the solid phase of the molecule
forms the charge transport channel for the molecule that this type stacking is a favourable to
increase the charge transport rate, therefore transfer integral value since high transfer integral result
in high charge mobility in the optoelectronic field (Figure 2). The pi..pi stacking type of the studied
molecule was decided by evaluating the stacking and interactions parameters given in the Table 4.
In addition, the stacking interactions of the molecule are consolidated by the nonlassical hydrogen

bonds.

Compound

IPa(eV)
7.19

IPv(eV)
7.31

EAa(eV)
1.15

EAv(eV)
1.05

Bis-chalcone

Table 4. Crystallographic stacking data of the compound.
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Figure 2. The favourable charge hopping pathways of the compund.

To further understanding the optoelectronic device performance of the molecule, injection
of hole and electron into an organic molecule should be considered through evaluating IP and EA
values. The IP value must be small for efficient hole injection into the HOMO of the molecule
while EA value must be large to obtain efficient electron injection into LUMO of the molecule.
The lower the IP result in easier the injection of holes, the higher the EA result in easier the
injection of electrons .The calculated results of the IPs and EAs, HOMO-LUMO energy levels and
band gaps are shown in Table 5 and 6. In our study, it is clear that IPv has higher value, whereas
vertical electron affinity has a lower value when we compare the results with other studied similar
molecules given in the literature (Wang et al, 2016:8405, Navamani et al, 2013:17948). The low
electron affinity of molecule means large barrier for electron injection, which will result in a high
threshold voltage. The LUMO level of the molecule should be lowered for easy electron injection.
As a result our molecule are suitable for electron transport with the high EA value and hole
transport material with the small IP value. It could be good candidate material to obtain efficient
ambipolar ( n type and p type) type charge transport material in optoelectronic field.

The distribution of the HOMO and LUMO of the molecule at different electric fields from
0.0 eV to 0.40 eV were calculated in the y direction which is the possible direction of charge transfer
since the pi...pi stacking interactions are created along the y axis in its solid phase or crystal
structure. (Figure 2) . Since HOMO and LUMO orbitals are delocalized over the entire molecule,
it has good conducting channel for the electron transfer. The total dipole moment of the molecule
has been found as small 2.078 debye when there is no electric field. It means that the molecule has
high polarizability. Its dipol moment value decreased as the electric field applied that the electron
transport property of the molecule is strengthened as electric field increased. The change in the
electric field has the effect on the HOMO and LUMO energy levels and band gap value (Table 5
and Table 6). It has also been observed that the increase in electric field leads to the decrease in
band gap and the HOMO and LUMO start localizing at the opposite side of the molecule showing
that the molecule under electric field is a better electron transport material.
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Table 5. HOMO, LUMO, band gap and Total dipol momens of the molecule under the different electric fields.

Electric Fields (eV) HOMO (eV) LUMO (eV) | Band Gap (eV) | Dipole Moment
(debye)
0.00 -5.9749 -2.4136 -3.5613 2.078274
0.10 -6.4974 -3.0764 -3.4210 2.629898
0.20 -6.9722 -3.6557 -3.3165 3.509276
0.30 -7.4506 -4.2846 -3.1660 4.756478
0.40 -7.9023 -4.8432 -2.1798 5.922111

Table 6. Spatial distrubution of HOMO and LUMO under the various electric fields.

Electric Fields HOMO LUMO
(v/4)
ol , ; 29 ad.
0.00 .”3'@ ‘)Q‘,#?Q
a By N Y > ’
0.10 ,)"é ‘g 65‘0/15)‘&
0.20 i - ) )
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Conclusions

In conclusion, the electronic and charge transport properties of the bischalcone derivative
have been studied by considering the Marcus Electron Theory and DFT calculations from the
crystallographic data. The electron reorganization energy of the molecule was defined smaller than
that of hole that the molecule displays feature of n type organic molecule due to having the
electrons as a charge carrier. In addition, electron injection barrier of the molecule was predicted
as a small since it has high EA value when we compared it with similar molecules given in the
literature. The small IP value makes the molecule durable for optoelectronic devices. Beside the
reorganization energy to verify the charge transfer integral of the molecule which is shown in the
mobility formula, the molecular arrangements of the molecule in solid phase was considered.
According the crystallographic stacking data and stacking view of the molecule , it displayed
antiparallel stacking type with the helical formation in solid phase which is a favourable type to
create efficient optoelectronic device. The HOMO-LUMO behavior of the molecule was observed
in the different electric fields via calculation of DFT because the organic semiconductors are
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conducted under the electric field. As the electric field increased from 0.0 eV to 0.40 eV band gap
value decreases and situation of the orbitals changes that they are located opposite sides of the
molecule. Also, its dipol moment value decreased as the electric field applied that the electron
transport property of the molecule is strengthened as electric field increased. Experimental and
theoretical results demonstrated that this molecule can be used as an efficient electron transport
material for OFET applications and modified to decrease reorganization energy and increase
charge transfer integral.
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Introduction

The competitiveness of companies is determined as a result of the efficient and effective use
of resources. The efficient and effective use of resources in the production sector is possible as a
result of the balanced distribution of workloads to workstations on assembly lines. The assembly
line balancing problem in institutions with assembly lines is to arrange the workstations during the
assembly process, taking into account the priority relations between the works.

Assembly lines can be defined as systems in which small modular transport systems called
conveyor belts are added one after the other and the product is transported either automatically or
manually (Soylemez, 2020). Each product becomes the final product after the successive processes
called "tasks" are completed. In the technical relations of the tasks with each other, that is, in the
priority relations, other tasks cannot be started before some tasks are completed. In the assembly
line balancing problem, 3 different objectives take these constraints into account. Type-1 is to find
the minimum number of stations in the given cycle time, Type-2 is to find the cycle time in the
given number of stations, and Type-E is to maximize line efficiency that considers not the only
number of stations but also cycle time. In this study, the type-2 assembly line balancing problem is
handled. The amount of time it takes to complete a product from start to finish is defined as cycle
time. A new product is processed in each cycle. The final product is obtained by completing the
processes at all stations.

Lean manufacturing was born in the Toyota Factory. The lean manufacturing system is also
called Toyota Production System. The general definition of Lean according to the Lean Institute
that "Lean is a way of thinking about creating needed value with fewer resources and less waste.
And lean is a practice consisting of continuous experimentation to achieve perfect value with zero
waste.” (https://www.lean.org/explore-lean/what-is-lean/). There are generally 7 wastes in the
production systems. These are Inventory, Waiting, Quality Defects, Overproduction, Over-
processing, Motion, and Transportation. Experts are also talking about an 8th waste these days.
This is about Unused Talent or Skills. Lean manufacturing techniques are used to eliminate these

! Dr, Abdullah Giil Universitesi, Endiistri Mithendisligi, 0000-0001-9979-5269
2% Dr, Abdullah Giil Universitesi, Endiistri Mithendisligi, 0000-0002-8253-9389, Cortresponding Author
3 Abdullah Giil Universitesi, Endiistri Mithendisligi

174



Kayigoglu, Betiil & Soylemez, Ismet & Demirel, Ozgiil & Arikan, Gamzenur & Kurtoglu, Kiibra; Assembly
Line Balancing using Lean Techniques and Mathematical Modeling: A Case Study

wastes. 5S and Kaizen are the two lean manufacturing techniques that are applied to eliminate
wastes.

In this study, the simple assembly line balancing problem (ALB) is discussed. The system,
which was simplified by using lean techniques first, was then balanced using a mathematical model.
A case study is conducted in a company producing ovens. With lean techniques, wastes are
eliminated and the process time of the tasks is achieved. With the precedence relation of the tasks,
a mathematical model is run to achieve a balanced assembly line. Different computational
experiments are conducted with different numbers of workstations. According to the results of the
mathematical model, cycle time and the number of workstations both decreased.

The rest of the study is organized as follows: The literature about assembly line balancing is
discussed in Section 2. Section 3 gives the current system and first solution approach which is lean
techniques discussed. The mathematical model is presented in Section 4. Section 5 gives the
mathematical modeling results. Section 6 concludes the study.

Literature Review

Some literature review studies about the ALB problem that have been carried out are as
follows: Baybars (1986); Becker and Scholl (20006); Boysen, Fliedner, and Scholl (2007); Battaia and
Dolgui (2013); Sivanankaran and Shahabudeen (2014); Hazir, Delorme, and Dolgui (2014);
Eghtesadifarda, Khalifehb, and Khorrama (2020).

Ertirk et al. (2014) performed the "Ranked Positional Weight Assembly Line Balancing
Method" which is one of the heuristic methods for the ALB problem. Sahin et al. (2018) handled
multi-manned assembly line balancing problem which also handled the number of required
resources. The authors applied a simulated annealing algorithm for the solution methodology.
Delice et al. (2018) handled two-sided U-type assembly lines with sequence-dependent set-up times.
In this article, the ant colony optimization method was applied.

Sahin and Kellegoz (2019) handled multi-manned assembly lines with walking workers. In
this article, they developed mathematical modeling and used Electromagnetic Field Optimization
Algorithm as a solution methodology.

Yildiz et al. (2020) discussed the line balancing problem with a two-stage approach. In the
first stage, the determination of whether the workers can perform the work elements and the
necessary equipment determination was completed, and then the line balancing problem was solved
in the existing system with mathematical modeling (using LINGO). In the second stage, a
simulation model was designed in ARENA to determine whether the balanced assembly line in the
new system complies with the real conditions, thanks to the data obtained in the first stage.

In the study by Campana et al. (2022), different from simple assembly line balancing,
assighments were made by considering hierarchical worker assignments. In the article,
mathematical models and heuristic methods are used and heuristic methods are compared.

The study by Qattawi Madathil (2019) consists of two phases; the first phase is applying lean
manufacturing principles to reduce waste and improve the overall assembly-line efficiency. In this
phase, Heijunka (production leveling), Muda elimination, and supermarket are applied. The second
is line balancing using optimization modeling. After the second phase, the number of stations
decreases from 27 to 21, and the total number of workers decreases from 27 to 23.
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Case Study

A case study is conducted in an oven company. This company produces different types of
gas and electrical cooking ranges. Firstly, lean manufacturing studies were carried out in the
production area, and the studies related to the optimization mentioned in section 4 were developed.

Company has an assembly line that is used for the assemble process for the ovens. There are
28 workstations in the assembly line. Figure 1 shows the operation times in each station after wastes
are eliminated. The longest operation time in the workstations gives us the cycle time that is 70 in
the current system. It can be easily observed that the workers in the workstations do not do the
same amount of work, some do less work, while others work longer than average. Figure 1 shows
us how unbalanced the assembly line is in the current system.

One of the most basic assumptions of the assembly line balancing problem is that task times
are standard. That is, there is a standard time for the time spent in producing each product.
Assembly line balancing in the current production system does not mean achieving very good
results. Because current task times need to be analyzed in detail. Thanks to detailed video analysis;
value-added, non-value-added, and waste times are revealed in detail. With small touches, shorter
standard times can be reached thanks to productivity increases in the processes. For this reason,
processes with lean manufacturing techniques were a